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ABSTRACT 
This study focuses on the development of software tools 
integrated with speech processing technology for speech 
pathologists and for patients with speech/language disorders 
and voice quality problems. An integrated interface called 
CATSEAR is under development for database collection, 
data analysis, therapy design, and patient monitoring. Auto-
matic assessment techniques using pattern recognition algo-
rithms enable the speech pathologist to employ objective 
criteria during speech therapy as well as guide the patients 
when the pathologist is not available. The performance of 
the patient can be monitored over time. CATSEAR enables 
sharing of databases among speech therapists with remote 
collaboration and pre-recorded analysis facilities. It can also 
be used for relatively mild disorders like mispronunciation 
and for singing voice training. 

1. INTRODUCTION 

Speech and language disorders adversely affect the commu-
nication skills of at least 3.5% of the human population ac-
cording to World Health Organization statistics. The degrees 
of disorders vary from mild impairments like pronunciation 
errors to more severe ones including hearing-loss, aphasia, 
and cranio-facial anomalies. Speech therapy aims to provide 
therapeutic assistance to individuals with all degrees of im-
pairments. 
The improvements in speech and signal processing technol-
ogy have resulted in the development of computer-assisted 
methods for speech therapy [1], [2]. In [3], the assessment of 
articulation problems in children is formulated while in [4] 
monitoring in speech therapy is addressed. 
The main objective of this study is the development of an 
interface called CATSEAR for speech therapists and patients 
that will be integrated with speech processing technology. 
The interface consists of analysis, recognition, and reporting 
modules. It will be useful as a remote monitoring tool for the 
therapist. Furthermore, it may serve as a replacement of the 
therapist when s/he is not available. 
This paper presents the current state of the CATSEAR devel-
opment project. Figure 1 shows the system flowchart of 
CATSEAR. Section 2 summarizes the overall system design 
and describes the modules. In Section 3, we discuss the re-
sults of preliminary tests for automatic speech recognition for 

articulation scoring. The paper is concluded with a discussion 
of the results and future work in Section 4. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
Figure 1. System flowchart for CATSEAR. 

2. DESCRIPTION OF CATSEAR MODULES 

Signal processing algorithms for CATSEAR are being de-
veloped in C/C++. The interfaces are designed using Micro-
soft Visual Studio 6.0 and .NET architectures. CATSEAR 
consists of three major modules: “Interface”, “Engine”, and 
“Dialogue Manager”. The “Interface” includes modules for 
database collection, therapy design, reporting, monitoring, 
and adaptation. The “Engine” provides feature analysis as 
well as automatic assessment through pattern recognition. 
The outputs of the “Interface” and the “Engine” are proc-
essed by the “Dialogue Manager” to create a highly interac-
tive and user-friendly interface for the therapist and the pa-
tient. We briefly describe the individual modules in the fol-
lowing sub-sections. 
 
2.1. Database Collection Module (DCM) 
DCM supports collection of databases of (i) speech-only 
signals, (ii) speech and electro-glottograph (EGG) signals, 
and (iii) speech and video signals along with 3-D markers. 
Figure 2 shows a snapshot of DCM. 
 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Database collection module. 
 
2.2. Signal Analysis Module (SAM) 
SAM consists of standard algorithms for speech, EGG, and 
image analysis. It extracts temporal and spectral features as 
well as phonetic information for the automatic assessment 
modules. It is integrated with an HMM-based speech recog-
nizer and an interface for visualization. Figure 3 shows the 
visualization interface. 
 
2.3. Prosody Scoring Module (PSM) 
PSM uses the pitch and energy contour of a given utterance 
along with its phonetic transcription and compares them with 
reference contours to generate a pitch-match and an energy-
match score. The scores are computed by aligning the given 
and the reference utterances using the phonetic transcription 
information and computing the normalized cross-correlation 
coefficient between the pitch contours and energy contours of 
the given and reference utterances. An example is shown in 
Figure 4. 
 
2.4. Articulation Scoring Module (ASM) 
ASM performs automatic articulation scoring based on the 
information obtained from SAM. It provides phone-level, 
word-level, and sentence-level assessments in order to pro-
vide a detailed description of the articulation performance. 
 
2.5. Voice Quality Monitoring Interface (VQMI) 
VQMI extracts different voice quality parameters including 
high-to-low harmonic energy ratio, jitter, and shimmer in 
real-time to provide feedback using OpenGL based computer 
graphics as shown in Figure 5. It supports MIDI controllers 

that can be used for musical input in voice quality exercises 
and singing voice training. 
 
2.6. Therapy Design Center (TDC) 
TDC supports the design and application of different speech 
therapy exercises. It provides facilities to create, edit, and 
save the exercises as well as remote-sharing for online access 
of the patients and remote collaboration among speech thera-
pists. Figure 6 shows a snapshot from the beta version of 
TDC. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. SAM visualization interface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. (a) Reference and subject pitch contours to be 
compared corresponding to the utterance in Turkish “Kaza 
nedeniyle ulaşım aksadı” from two different speakers. (b) 
Time-aligned pitch contour profiles (TA-PCP) for the refer-
ence and subject pitch contours showing the corresponding 
f0 values in the two contours. (c) Segmental scores (i.e. the 
normalized correlation coefficient between corresponding 



pitch contour segments) that show the match between the 
subject and reference pitch contours. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Snapshot of the voice quality monitoring interface. 
 
2.6. Therapy Design Center (TDC) 
TDC supports the design and application of different speech 
therapy exercises. It provides facilities to create, edit, and 
save the exercises as well as remote-sharing for online access 
of the patients and remote collaboration among speech thera-
pists. Figure 6 shows a snapshot from the beta version of 
TDC. 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Therapy design center (beta version) 
 
2.7. Dialogue Management Module (DMM) 
DMM will interact with the user using text-to-speech synthe-
sis, 3-D face synthesis, and animated agents to provide a 
highly interactive tutoring environment even in the patient’s 
home. It will also help to attract children who constitute a 
major portion of a speech therapists client profile. DMM is 
currently under development. Figure 7 shows two synthetic 
faces available in DMM. 
 
2.8. Reporting and Monitoring Module (RMM) 
RMM will provide an integrated interface for progress moni-
toring in the speech therapy process. Speech therapists will 
have access to long-term data as well as statistics on the pa-
tient’s performance. RMM is currently under development. 
 

 
 
Figure 7. Speech driven 3-D facial animation (beta version). 
 
2.9. Adaptation Module (AM) 
AM, which is currently under development, will provide 
feedback to supplement the speech therapist and/or to auto-
mate the therapy process. It will consist of re-trainable pat-
tern recognition algorithms for adaptation to different 
learner’s situations including Hidden Markov Models for 
speech recognition, Artificial Neural Networks for automatic 
diagnosis, and classification algorithms (K-Means, Self Or-
ganizing Maps, LGB, etc.). AM will be integrated with 
speaker independent models which are trained using large 
databases and will also support extension with new features. 

3. EVALUATIONS 

In a preliminary test, we have evaluated the performance of 
a standard HMM based speech recognizer [5] for isolated 
word recognition between pairs of confusable word pairs in 
Turkish. The list of word pairs were obtained from a group 
of speech therapists who used them in articulation tests. 
The words in each pair differed only in one consonant. The 
following list of confusable consonants is used: /f/-/v/, /s/-
/z/, /c/-/ç/, /k/-/g/, /r/-/y/, /ş/-/j/, /t/-/d/ and /p/-/b/. 
 
 
  

 

 

 

 

Table 1. List of confusable word pairs generated by substi-
tution of the confusable consonant pairs.  

 
The words given in Table 1 are recorded from 10 speakers 
and the recognition performance is measured using 10-fold 
cross validation. For each cross-validation step, the re-
cordings of one speaker were reserved as the validation set 
and the HMMs were trained using the rest of the database. 
The recognition performance is measured as the average of 
all cross-validation steps. The average rate was 80.3% for 
the list of confusable word pairs given in Table 1. However, 
further tests are required for detailed performance evalua-
tion of speech recognition based articulation scoring. 

4. CONCLUSIONS 

An integrated interface called CATSEAR is under devel-
opment for speech therapy and voice quality monitoring. It 
will assist the therapists in database collection, data analy-



sis, therapy design, and patient monitoring. The patients 
will be able to exercise when the therapist is not present and 
monitor the improvements in their skills with the automatic 
assessment tools.  
As future work, we will collect databases of different 
speech and language disorders and test the pattern recogni-
tion algorithms. The voice quality monitoring interface will 
be standardized by collecting statistics of different voice 
quality parameters. All modules will be integrated in a sin-
gle executable program. We are also planning to develop a 
test framework for CATSEAR in order to evaluate its per-
formance in real-life scenarios. 
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