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ABSTRACT

Detection of human skin in colored images has always been per-
formed in known standard color spaces. In this paper a new color
space coordinate is proposed based on popular existing color spaces
but taking into account the most representative ones. Color compo-
nents are considered features from which a representative set is de-
rived using the PCA technique. An elliptical model based classifier
is used to test the performance of the proposed space transforma-
tion.

1. INTRODUCTION

Detection of human skin in color images has been the center of
interest of many works in the last decade, a good review of which
is given in [1]. Skin segmentation is commonly used in algorithms
for face detection, hand gesture analysis [2], and objectionable
image filtering [3, 4]. In these applications, the search space for
objects of interest, such as faces or hands, can be reduced through
the detection of skin regions.

The main attributes used for skin detection are the color space and
the classifier [1]. Authors used different existing color spaces,
combination of color spaces or sometimes their own proposed color
space transformations [5, 6]. Choice of a given color space is driven
by its abilities to cluster skin pixels and separate between skin
and non skin pixels. Even though comparative studies have been
carried out to determine a suitable color space for skin detection
[7, 8], it seems that no universal color components basis has been
settled down [9].

In this paper we are proposing a new approach for the choice of
color components. The Principal component Analysis (PCA) is
used as a basis to make a suitable choice for an optimal combination
of the different color components where each component is given
an appropriate weight. The next section presents an overall view of
the proposed approach. The following sections, deal respectively
with the different used color spaces, the PCA technique, the
elliptical model used for the detection of skin pixels, and finally
results and discussions are given at the end of the paper.

2. PROPOSED TECHNIQUE

In this work we are trying to set up a basis for an appropriate
choice of color components from existing color spaces and hence
propose a new color space transformation. Four combinations of
chrominance and luminance components have been used:

On those sets the PCA technique is used to reduce the number
of components to a small number of components, based on the
respective weights of the corresponding eigenvalues.

An elliptical model based classifier is used for the classifica-
tion of skin and non-skin pixels. This model seems a more

adequate model, as the distribution of non-skin pixels is not
needed. In the gaussian model and the bayesian classifier[1], the
distribution of non skin pixels would need a certain number of
gaussian components to represent it and depends heavily on the
database used [12]. This in fact is a source of false positives.

e Luminance and chrominance components including two pro-
posed color space transformations.

e Chrominance and luminance components reduced to 3 compo-
nents only.

e Chrominance component set reduced to 3 components only.

e Common Chrominance component set reduced into 3 compo-
nents only.

3. COLOR SPACES

The following color components have been used: RGB, normalized
RGB (rgb), YCbCr, YIQ, Lab, HSV, TSL, (r — g)(r — b) and
(Y —Cb)(Y — Cr). These color spaces were chosen because they
represent different classes of known color spaces [10].

RGB is a common color space that has shown to be among
the best ones for skin detection purposes [1]. However, high cor-
relation between channels, significant perceptual non-uniformity,
mixing of chrominance and luminance data make RGB not a very
favorable choice for color analysis and color based recognition
algorithms [1, 11, 12, 16]. Normalized rgb is also being used in
skin detection as it preserves the properties of the RGB while
reducing the effect of luminance [14, 15]. The remaining color
spaces separate chrominance from luminance components [10].

The YCbCr and the YIQ color spaces represent luminance
through the Y component and chrominance information through
the Cb Cr I and Q components. HSV, TSL and Lab color spaces
also separate chrominance from brightness information and are
designed to mimic the human visual system[10]. These properties
make these color spaces interesting for skin detection as this
process is solely based on skin color only [14].

Added to the above components, a linear combination of
color components obtained from the normalized RGB and the
YCbCr spaces are proposed. These combinations (Egs. 2, 3) give a
good clustering of skin pixels (Fig. 1).
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Figure 1: Skin Distribution in the (r g) vs. (r b) space
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4. COLOR COMPONENTS REDUCTION

The data used in this work is taken from the ECU face detection
database constructed at Edith Cowan University. The database
consists of over 3,000 color images that have been manually
segmented for skin regions and face regions [11]. Each image is
converted from the RGB color space, to different color spaces. The
color components are considered as features. The dimensionality
of this set is transformed to a reduced set of linearly transformed
features, that is representative of the original feature set. A feature
vector would then be made up of the following 24 features (Eq. 4).
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The above vector contains all occurrences of skin pixels in the 24
different components. The number N of data pixels is over 13 mil-
lion pixels, giving a raw data vector of 24 x N components. The
covariance of X is computed by (Eq. 6),
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where X is the vector mean.
X is linearly transformed to a lower dimensional vector Y of dimen-
sion k where k& < n (Eq. 7).
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and I, is a k X k identity matrix.

In PCA, the transformation matrix A is an n x k matrix whose
columns are the k orthogonal eigenvectors corresponding to the

largest k eigenvalues of the covariance matrix C.

The covariance matrix can be diagonalized by:
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where A is the diagonal matrix whose diagonal elements are the
eigenvalues of C: Ay > A» > > A,. Ay is the matrix made up of
the first k columns of A. The new vector Y A7 -X willbe akx N
elements, where all the row elements are uncorrelated.

5. ELLIPTIC BOUNDARY MODEL

Due to asymmetry of the skin cluster with respect to its centroid,
usage of the symmetric Gaussian model would lead to high false
positives rates. Based on this observation, and the shape of skin
distribution (Fig. 3), an elliptical boundary model was proposed as
an alternative [13] to the Gaussian model. The model was found
to be as fast and simple in training and evaluation as the single
Gaussian model and faster compared to both single and mixture of
Gaussians models (GMM) [12].

If X is the pixel color value, the elliptical boundary model is
defined as:
oxX) x WIAT'(x W) (10)

5.1 Model Training

Model training is performed in two steps:
e First, up to 5% of the training color samples with low frequency
are eliminated to remove noise and negligible data.
e Then, model parameters (W and A) are estimated by:
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and n is the total number of distinctive training color vectors X;
of the training skin pixel set and f; the number of skin samples
of color vector X;.

5.2 Classification

A pixel with color X is classified as skin if ®(X) < @, where @
is a threshold value. The equality ®(X) = @ defines an elliptical
boundary between skin and non-skin chrominance. The centroid of
the elliptical model is given by ¥ and the principal axes by A. The
threshold value ® trades off between true positives (TP) and false
alarms (FA) or false positives. When the threshold value increases,
true positive rate increases and so does the false positive rate.

6. ALGORITHM DESCRIPTION

An image is first transformed to the different 24 color components,
which are considered as features. These are reduced to only 3
planes using the PCA approach. To determine whether a pixel
belongs to skin or non skin regions, a metric is used. This metric
imposed by the elliptic model and given by (Eq. 10) is the
Mahalanobis distance. This distance is computed from each pixel
to the centroid of the skin distribution, assumed to be an ellipsoid.
Once this distance is computed for all pixels, a skin distance
map is obtained. The skin map is low pass filtered to remove
noise that could lead to misclassified pixels. Then a threshold,
determined empirically through experiments, is applied to the skin
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Figure 2: Eigenvalues

distance map (Table 1). Thresholding produces a skin mask, from
which holes and small patches are removed using morphological
filtering. Finally a convex Hull that surrounds the skin area is found.

To measure of the accuracy of the proposed approach, ROC
curves are computed without the use of the convex hull. This
allows us to better compare the approach to other works and assess
the ability of the proposed transformation to separate skin pixels.
The convex Hull step is a preparation for a future work on face
localization and detection.

Components Threshold Value
All 33
Chrominance 2.8
Common Chrominance 2.7

Table 1: Threshold Values

7. RESULTS

Two performance measures are used to evaluate the performance
of the new transformation and that of the classifier used: the ROC
curve and the area under the ROC curve (AUC). Based on the dis-
tribution of the eigenvalues (Fig. 2), it can be noticed that the first
three values represent about 98% of the total sum of eigenvalues.

Therefore the corresponding eigenvectors are enough for the dsign
of the new transformation.

7.1 All Components

When all the 24 components are used and the set is reduced to 3
components only, the ROC (Fig. 7) gives an AUC equal to 0.904.
Reduction to 4 components is of no benefit as the AUC in this case
is 0.892. Some of the eigenvector components are less than 1% and
therfore do not contribute much to the newly formed components.
By eliminating those vector components, contribution due to some

color and luminance components such as H S I and Q components
is reduced.

7.2 Chrominance Components

Skin detection is based on color information only, hence it has been
suggested to use only the chrominance components including the
(r—g)(r—b)and (Y — Cb)(Y — Cr) components. Skin data is very
well clustered through the new transformation(Fig. 3). The ROC
curve obtained in that case is very similar to that obtained when all
components are considered (Fig. 7), with an AUC equal to 0.890
slightly lower than the previous case (0.904).
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Figure 3: Skin Cluster in the New Spacc

7.3 Common Chrominance Components

In this case, the (r g)(r b)and (Y Cb)(Y Cr) are not used
as these were proposed for mere testing. This choice seems to give
better results than if all chrominance components are considered
(Fig.7), with an AUC equal to 0.897.

7.4 Reduced Common Chrominance Components

This case is similar to the previous one, except that reduction is
done at 2 components only instead of 3. Performance has degraded
giving an AUC of 0.875.
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Figure 4: Original (a) Score (b) and Skin (¢) Images Using All Com-
ponents.

Components AUC
Chrominance and Luminance reduced to3 | 0.904
Chrominance and Luminance reduced to4 | 0.892
Common Chrominance 0.897
Chrominance 0.887
Chrominance Reduced to 2 0.875
Reference Paper 0.852

Table 2: Area Under Curve
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Figure 5: Score (a) and Skin (b) Images using Chrominance Com-
ponents
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Figure 6: Score (a) and Skin (b) Images using Common Chromi-
nance Components

8. CONCLUSION

In this paper a new trend in the choice of color components for the
purpose of designing a classifier for human skin detection is pro-
posed. The proposed approach gives better results when compared
to the GMM proposed in [12] as seen in (Table 2).

However, some enhancements could be added to improve the
performance of the proposed technique. Choice of another type
of classifier and combination of more color spaces are options
that need to be further investigated. This could help in the choice
of color spaces that are more adequate for human skin detection
applications by considering the eigenvalues corresponding to each
eigenvector and the weights of each eigenvector component that
corresponds to the different color components.

The elliptical model based classifier choice is driven by the
fact that skin data clusters well in the new space. However, it is

Figure 7: ROC Curves

planned to enhance the technique through careful consideration
of skin clusters. These in fact could be considered as multiple
elliptical models, due to the different ethnic groups of people used
in the database. Therefore, a mixture of elliptical model, in a way
similar to the GMM, is planned.
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