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ABSTRACT

Information theoretic image and volume registration is cur-
rently of interest as a method for multi-modal alignment. It
has been suggested that it is useful to incorporate informa-
tion obtained from previous registrations into these methods
to improve future registration performance. In this paper we
examine how this can be done when using a graph theoretic
estimator of entropy. Our main contribution is a method for
incorporating prior information in a natural way and with
minimal computational overhead into a registration measure
based on a Euclidean minimal spanning tree estimate of en-
tropy.

1. INTRODUCTION

Images of the same physical structure obtained through dif-
ferent sensing modalities, e.g. magnetic resonance (MR),
computer tomography (CT), ultra-sound (US), etc, are of-
ten assumed to be well modelled through some unknown but
fixed dependency of the image intensities. Since the images
are taken using different sensors, in general they are not spa-
tially aligned. Hence registration (spatial alignment) is per-
formed to compare and/or fuse the images. Prior to registra-
tion, there are thus two forms of uncertainty: uncertainty in
the modal relationship and uncertainty in the spatial align-
ment. Registration attempts to remove spatial uncertainty
and in the process also reduces the uncertainty in the modal
relationship.

Consider a situation where we need to register a se-
quence of multi-modal image pairs (Ik

1 , Ik
2), k = 0,1,2, . . . .

At time k− 1 we have registered the image pairs (I j
1 , I

j
2) for

j = 0, . . . ,k−1. If the spatial alignment of two distinct pairs
is independent, then prior spatial alignments do not convey
direct information about the alignment of Ik

1 and Ik
2 . However,

the modality relationship is usually assumed to be invariant
along the sequence and hence information about the modality
relationship gained from the prior alignments is potentially
useful in the registration of the image pair (Ik

1 , Ik
2).

An image registration method that does not use prior in-
formation gained from previous alignments will be called a
blind method. Our goal is to study how prior information ob-
tained from previous registration of multi-modal images or
volumes can be used to help in the registration problem.

The problem of using prior information to improve multi-
modal registration performance was first suggested by Lev-
enton et al. [9]. They propose estimating the underlying
joint prior intensity distribution of registered image pairs us-
ing training data and then employing a maximum likelihood
approach to define the registration measure for new image
pairs. Subsequently, Chung et al, [2], proposed an alternative

approach in which the quality of registration is determined by
the Kullback-Leibler divergence between the estimated joint
intensity distribution of pre-aligned data and the joint inten-
sity distribution of the new images. Registration is then ac-
complished by minimizing this K-L divergence. Both [9] and
[2] indicate experimentally that using prior information pro-
duces a registration function with a wider basin of attraction,
making the algorithm more robust to bad initializations, and
a registration algorithm that is faster compared to competing
methods.

Our main contribution is to incorporate the use of prior
information, as explored in [9] and [2], into a graph theoretic
image registration framework. In this approach, we employ
entropic spanning graphs [11] to define the registration func-
tion and propose a new multi-modal image registration algo-
rithm that incorporates knowledge from previously aligned
image pairs. These may be image pairs earlier in a sequence
of registration problems or may come from a set of training
examples. In either case, as the quality of the prior infor-
mation improves, the algorithm can use this in a weighted
fashion to improve the accuracy of new registrations (of the
same class) with minor additional computation.

The remainder of the paper is organized as follows: in
Section 2, we provide some background information on
information-theoretic registration techniques. Section 3 de-
tails the proposed similarity measure, Section 4 reviews the
graph theoretic entropy estimation technique employed in
this study. In Section 5, we explain the proposed registra-
tion algorithm. Section 6 contains experimental results and a
discussion.

2. INFORMATION-THEORETIC REGISTRATION
METHODS

In simplest form, information theoretic registration methods
attempt to measure the spatial alignment of two images or
volumes by computing the joint entropy (or a related quan-
tity) of the current corresponding pixels modelled as i.i.d.
random variables. Under suitable assumptions, this form of
measure can be theoretically justified using Fano’s inequal-
ity, [1], or its a -Renyi generalization [7], [14]. Two meth-
ods have been proposed in the literature for computing such
a measure. First, for the current alignment one can estimate
the mutual information of the pairs of pixels using a so-called
“plug-in” estimator [4, 18, 13]. This is based on estimating
the density of the data and plugging this estimate in the mu-
tual information formula. Alternatively one can estimate the
a -Renyi entropy of the current alignment using an entropic
spanning graph [11], [12], [16]. As argued in [16], the joint
a -Renyi entropy of the pixel intensity values can be used as
a measure of dissimilarity between two images.



Our study is based on using an entropic spanning graph,
in particular a minimum spanning tree (MST), to compute a
registration measure. As we shall see this method provides a
natural mechanism for incorporating prior information.

2.1 a -Renyi Entropy and Jensen Divergence

The a -Renyi entropy of a random variable X with density pX
is:

Ha (X) = Ha (pX ) =
1

a −1
log

∫

pa
X (x)dx.

where a ∈ (0,1) is a parameter. It is known that as a → 1,
Ha (X) → H(X) where H(·) is the Shannon entropy [5].

The a -Jensen distance is a distance measure between
probability distributions defined using the Renyi entropy. For
a fixed a ∈ (0,1), w ∈ [0,1] the a -Jensen distance from pX
to pY is:

Ja ,w(pX , pY ) = Ha (wpX +(1−w)pY )

−[wHa (pX )+(1−w)Ha (pY )].

Since Ha is concave, Ja ,w(pX , pY ) > 0 when pX 6= pY and
Ja ,w(pX , pY ) = 0 when pX = pY (a.e.).

The a -Jensen distance has previously been proposed as
a blind registration measure, [10, 8]. In [8] it is used to mea-
sure the distance between the observed conditional distribu-
tions. In [10] it is used simply to measure the distance be-
tween the pixel value distributions of the two images in the
overlap region.

Inspired by the approach of [2], we suggest that this dis-
tance can also be used to measure the quality of alignment
based on the discrepancy between the observed joint inten-
sity distribution and a prior distribution.

Let I∗1 (x,y) and I∗2 (x,y) denote two aligned training im-
ages from different modalities. For a given test transforma-
tion T : R

2 → R
2, let I1(x,y) and IT

2 (x,y) = I2(T (x,y)) be
two observed images from the same respective modalities.
Assume that each pixel intensity value in the image pairs
I∗ = (I∗1 , I∗2 ) and IT = (I1, IT

2 ) is an independent sample from
the distributions p∗ and pT , respectively. Then the distance
between these distributions is a useful way of determining
the quality of the current alignment. In particular,

Ja ,w(p∗, pT ) (1)

can be employed as a registration measure that incorporates
prior training data.

3. A HYBRID MEASURE

The Jensen divergence measure defined by (1) is based on
pre-aligned training images. Hence the performance of a reg-
istration algorithm based on this measure will depend on the
quality and amount of this prior information. On the other
hand, the Renyi entropy measure Ha (pT ) evaluates the qual-
ity of alignment based only on the observed distribution[16].
We propose to combine these two measures in a hybrid reg-
istration measure. Let I ∗ and I T denote the set of samples
from I∗ and IT . Then define the hybrid measure by:

Qa (I1, I
T
2 ) = Ja ,w(p∗, pT )+ l ∗Ha (pT ), (2)

where
l = |I T |/(|I ∗|+ |I T |) (3)

is the weight that determines the relative influence of the
Renyi entropy term and w = 1− l . Note that |.| denotes set
cardinality. By using this weight, the influences of individual
terms are adjusted automatically proportional to the amount
of available prior information, i.e., the size of the training set.
It is easy to show that Q(I1, IT

2 ) = Ha (pT ), when there are no
training samples, i.e., I ∗ = 0. However, as the amount of
training data increases, the weight of the Renyi entropy term
will be discounted.

Since Ha (p∗) does not depend on the current alignment,
one can easily show that:

Ra (I1, I
T
2 ) = Ha ((1− l )∗ p∗ + l ∗ pT ) (4)

is equivalent to (2) as a registration measure. Thus, the reg-
istration problem boils down to determining T ∗ such that:

T ∗ = arg min
T∈T

Ra (I1, I
T
2 ),

where T is the set of allowed transformations.

4. THE MINIMUM SPANNING TREE ESTIMATOR

In [11] Hero et al. present the following result to estimate the
a -Renyi entropy of an underlying p.d.f:
Let Zn = {z1, . . . ,zn} be n samples (in R

d) drawn from a
Lebesgue density pZ and let

W (Zn) = å
e∈G(Zn)

‖e‖d(1−a )
2 , (5)

where G(Zn) is the list of edges in the EMST of Zn and ‖.‖2
denotes the Euclidean length of an edge. Then:

lim
n→¥

log(
W (Zn)

na ) = Ha (pZ)+ c almost surely,

where c is a constant independent of pZ . This result has
been successfully employed to define EMST-based registra-
tion measures [12, 15]. One example is to use the total EMST
length of pixel intensity samples from I = (I1, IT

2 ) as the ob-
jective function. Under the assumption that the samples are
i.i.d. the total EMST length corresponds to employing the
joint a -Renyi entropy as a dissimilarity measure.

As an example, Figure 1-b illustrates a EMST computed
over a set of samples from a correctly aligned image pair,
where the second image was artificially generated from the
first using the intensity mapping function shown in Figure 1-
a. We observe that the EMST structure closely follows the
cross-modality mapping for the correct alignment.

5. PROPOSED METHOD

We propose to employ an estimate of Ra (I1, IT
2 ) defined in

(4) as the registration measure. Note any consistent entropy
estimator constructed on I = I ∗∪I T will converge to (4)
as |I | → ¥ and Equation 3 is satisfied. Let W (I ), given in
(5), denote the total edge length of the EMST computed over
the union set of training and observed samples. Then W (I )
can be used as a registration function.

A technique to efficiently obtain a descent direction for
the fast optimization of a EMST based registration function
is given in [16]. A similar argument can be applied to the
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Figure 1: A toy example: a) cross-modality intensity map-
ping and b) the EMST of samples from a pair of aligned im-
ages

measure proposed in this paper: Let the spatial transforma-
tion T (x,y) ∈ R

2 be parameterized by m parameters, i.e., Tt

where t = (t1, . . . ,tm). For example, a rigid-body transforma-
tion T R

t
has three parameters: two shifts (tx, ty) and a rotation

q and can be expressed as:

T R
t

(x,y) =

(

cos q sin q
−sin q cos q

)(

x
y

)

+

(

tx
ty

)

. (6)

Let I∗1 and I∗2 be pre-aligned training images from two differ-
ent modalities and I ∗ = {i∗ : i∗ = (I∗1 (x,y), I∗2 (x,y))}. Let
I1 and I2 be two unregistered images in the same respective
modalities. For a given set of transformation parameters, t0,
let I

Tt0 = {i : i = (I1(x,y), I2(Tt0(x,y)))}. G(I ) denotes
the set of edges that belong to an EMST of I = I ∗∪I

Tt0 .
For all e ∈ G(I ), let Ñ ‖e‖2 denote the m-dimensional gra-
dient of the edge length with respect to the transformation
parameters. Then, using the main result in [16]:

u = − å
e∈G(I )

Ñ ‖e‖2 (7)

is a descent direction for the registration measure W (I ).
Hence, u can be used to iteratively update the transforma-
tion parameters when searching for the optimum alignment
that minimizes W (I ).

Consider the two simulated brain images [3] shown in
Figure 2. Figure 3 shows two EMST’s: EMST-1 of a set of
training samples (obtained from a correctly aligned pair of
images) and EMST-2 of a set of observed samples (obtained
from an image pair misaligned by a 5-pixel translation). Fig-
ure 4 shows an EMST of the union set of samples (EMST-3)
(training and observed). As discussed in Section 4, EMST-
1 is expected to closely follow the cross-modality mapping.
EMST-2 and 3 are merely estimates of this mapping and
the goal of registration can be viewed as seeking the geo-
metric transformation that best aligns the observed samples
with EMST-1. An optimization scheme based on the de-
scent direction u, given in (7), is highly sensitive to the com-
puted EMST structure, i.e., the edges included in the EMST.
A bad initialization of the algorithm may lead to an incor-
rect answer since the transformation updates may be driven
by edges that do not “capture” the cross-modality mapping.
Training samples, however, are stationary (i.e. don’t depend
on the tested transformation) and provide an “anchoring” ef-
fect (as seen in EMST-3) that helps the EMST structure to

follow the cross-modality mapping. This suggests that train-
ing samples should make the registration algorithm more ro-
bust against bad initialization due this “anchoring” effect.

T1-weighted MRI T2-weighted MRI

Figure 2: Simulated Magnetic Resonance Images from
http://www.bic.mni.mcgill.ca/brainweb/

Adding training samples naturally introduces a compu-
tational overhead and slows down the algorithm. This over-
head can be minimized using an EMST of the training sam-
ples, which can be computed off-line. Based on the follow-
ing result from [6], all edges that connect two training sam-
ples but do not belong to this EMST can then be discarded
when computing the registration function: Let E(I ) denote
the complete set of edges of I and G(I ) denote the corre-
sponding EMST. One can show that:

G(I ) ⊂ ((E(I )−E(I ∗))∪G(I ∗)).

6. EXPERIMENTAL RESULTS

The proposed registration algorithm was tested using the
simulated MR images shown in Figure 2. For each ex-
periment, the second image was rigidly transformed with a
known set of parameters. Thus, the correct alignment was
known a priori. Both images were then corrupted with i.i.d
zero mean Gaussian noise with a variance equal to 1% of
the signal magnitude. The original images were used as the
training data-set. Table 1 provides the averaged registration
results for three different cases. Registration results from
a MI-based implementation [18] are intended to serve as a
benchmark. All three algorithms use the same optimization
scheme with compatible parameter values. Hence the reg-
istration results should provide a fair preliminary compari-
son of the three registration functions. The first two cases
correspond to a relatively large misalignment. The (trained)
EMST based algorithm that uses prior knowledge outper-
forms the other two algorithms in these cases. In general
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Figure 3: EMST’s of a set of a)training b)observed samples
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Figure 4: EMST of the union set of samples (EMST-3)

MI has a better accuracy than the (blind) EMST-based al-
gorithm that uses no prior information. The high RMS er-
rors for the two blind algorithms (MI and EMST) are typ-
ically due to getting trapped in local minima. The trained
EMST algorithm, on the other hand, did not suffer from this
problem. The third case corresponds to a small misregis-
tration and all three algorithms achieve sub-pixel accuracy.
The blind EMST algorithm yields slightly better registration
results than the trained EMST algorithm. This is due to im-
perfect prior knowledge.

correct tx = -23 ty = 30 theta = 5
MI -23.05 (0.92) 30.69 (0.95) 6.81 (2.01)

EMST -15.75 (13.21) 26.68 (8.71) 3.63 (10.07)
EMST* -22.88 (0.61) 30.04 (0.24) 4.64 (1.06)
correct tx = 3 ty = 37 theta = -10

MI -8.55 (11.56) 33.15 (3.85) -3.66 (13.71)
EMST -5.23 (8.31) 11.99 (25.07) 7.86 (17.96)
EMST* 4.97 (1.97) 38.38 (1.38) -12.16 (2.17)
correct tx = 5 ty = -2 theta = 0

MI 4.79 (0.21) -2.06 (0.06) -0.05 (0.05)
EMST 4.88 (0.12) -2.19 (0.23) 0.17 (0.18)
EMST* 5.35 (0.40) -2.07 (0.35) 0.47 (0.67)

Table 1: Avg. registration results (RMS error). MI: Mu-
tual Information based algorithm, EMST = EMST-based al-
gorithm with no prior knowledge, EMST* : EMST-based al-
gorithm with prior knowledge, l = 0.5 (averaged over 30
trials)

7. DISCUSSION

The notion of incorporating prior knowledge to image reg-
istration has been investigated in the literature. These stud-
ies have yielded promising algorithms that achieve a perfor-
mance better than the standard algorithms that don’t employ
prior knowledge. In this paper, we proposed and investi-
gated a method to incorporate prior knowledge into a graph-
theoretic registration framework. The proposed method
achieves this in a natural way with minimal computational
overhead. Initial experimental results are encouraging and
suggest the algorithm requires further investigation.
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