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ABSTRACT

In this paper, we present an indoor surveillance system im-
plemented using the commercially available wireless LAN
infrastructure. Taking advantage of the programmability of
the wireless network nodes, we have built a wireless net-
work that has two modes of operation: the communication
mode, when the network is used as a traditional wireless
LAN, and the surveillance mode, when the network is used as
a distributed sensor network that can detect illegal intrusion
by detecting changes in the propagation environment caused
by the intruder. The experimental results show promising
through-the-wall intrusion detection capabilities in an office
environment.

1. INTRODUCTION

There has been an abundance of activities focusing on the
development and deployment of wireless networks. Results
of these efforts so far are the widely utilized IEEE 802.11a,
b, and g Wireless Local Area Network (WLAN) standard,
the Bluetooth technology, and the 2G and 3G cellular data
networks. These wireless data networks will be pervasive
and will be accessed from virtually anywhere, offering a
wide range of services. Moreover, the programmability of
such network nodes has been continuously increasing. The
latest products of this tendency are the ROSE development
environment [1], which is an access point development kit
for WLANSs, the Host AP software package [2], which al-
lows a computer and an 802.11 WLAN card to be used as
a programmable access point, and the programmable smart
phones, which are expected to be widespread in the next 3-5
years. Therefore, the future wireless communication infras-
tructure is likely to consist of highly programmable wireless
network nodes that will provide flexible platforms for both
communication and computation.

In this paper, we present an indoor surveillance system
implemented using the existing WLAN infrastructure. Tak-
ing advantage of the programmability of the wireless net-
work nodes, we have built a wireless network that has two
modes of operation: the communication mode, when the net-
work is used as a traditional WLAN, and the surveillance
mode, when the network is used as a distributed sensor net-
work that can detect illegal intrusion. In surveillance mode,
the nodes constantly monitor the environment by analyzing
the properties of the received signals, such as the received
signal strength. When entering a site covered by such a net-
work, the intruder will disturb the physical propagation envi-
ronment, causing change in the characteristics of the received
signals, and this change is used for intrusion detection. Due
to the multiple modes of operation, this kind of network has
been coined as a multimodal wireless network.

So far, the problems of wireless communication and
”physical” intrusion detection (i.e. detecting a person or
persons entering private/corporate premises illegally) have
been considered as two separate issues, and two different
infrastructures have been deployed: one for communication
and one for surveillance/security. However, if the commu-
nication infrastructure could also be used for security pur-
poses, the deployment of the additional infrastructure could
be avoided or reduced, resulting in a considerably more cost-
effective solution. As a consequence, our objective was to
develop a surveillance system with real-time detection capa-
bilities based on the existing WLAN infrastructure, possibly
already deployed, and to achieve this by changing only soft-
ware components.

2. RELATED WORK

Previous experiments investigating the impact of moving ob-
jects/humans on the propagation environment [3], [4] have
shown that significant variations can be observed in the re-
ceived signal strength and the rms delay spread. How-
ever, those measurements were carried out using specialized
equipment, and not low-cost, commercial off-the-shelf de-
vices, such as a WLAN card, and the authors did not propose
any signal processing architectures or systems for intrusion
detection.

The idea of using WLAN for surveillance was first pro-
posed in [5], and a single-receiver (or single-node) model
was described for the received signal parameter of interest.
In [6], we considered the problem of distributed surveillance
with multiple wireless network nodes. We developed a multi-
sensor model for the received signal parameters and derived
a parameter change detector based on the generalized like-
lihood ratio test (GLRT) for a multiple transmitter/multiple
receiver scenario. However, that work focused on the algo-
rithmic and signal processing aspects of the problem, ignor-
ing the implementation, integration and system design issues
such as how to map the data fusion and detection algorithms
onto the layers of the protocol stack, how to organize the
communication among the network nodes and how to write
application software and modify the system software to real-
ize the desired functionality. The solution to these problems
is the main contribution of this paper.

3. THE SURVEILLANCE SYSTEM

In communication mode, the wireless transceiver nodes (ac-
cess points, or nodes in an ad-hoc network) implement the
functionality of a traditional wireless network. In surveil-
lance mode, the nodes go through the following two phases:
the training phase and the detection phase.
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Figure 1: The signal flow diagram of the surveillance system

During the training phase, the steady state of the prop-
agation environment is estimated when it is ensured that no
intruder is present. First, the signal acquisition takes place:
the nodes scan the environment by transmitting, for exam-
ple, one by one in a round robin fashion, while the rest of the
nodes receive the transmitted signal. Then, based on the re-
ceived observations, the nodes estimate the signal (and noise)
parameters corresponding to each transmitter-receiver pair.
The training phase before activating the surveillance system
is necessary since the propagation environment may change
significantly during an inactive period of the surveillance sys-
tem. For example, workers at a company may move furniture
or leave doors open or closed during daytime.

The second phase is the detection phase, when the
surveillance system detects the changes in the signal param-
eters of interest compared to the steady state. The environ-
ment is scanned similarly to the training phase, and after each
scanning cycle, the received signal is processed as depicted
in Figure 1. The observations are processed by a prepro-
cessor to extract the relevant characteristics of the propaga-
tion environment, called features, which may include time of
arrival, angle of arrival, the strength of the received signal,
channel impulse response, or a combination of these. In case
of the 802.11 WLAN:S, the only observations related to the
propagation environment are the received signal strength val-
ues corresponding to each received frame, so they will be the
basis for feature extraction. The obtained set of such features
is then combined by an information fusion function, which
produces a single output that is used to decide whether an
intruder is present in the system or not.

3.1 System Architecture

The network nodes in the implemented prototype of the
surveillance system were IBM Laptops with 802.11b ZyAIR
B-100 WLAN cards. The installed software was the Host
AP package [2], running under the Linux Redhat 9.0 operat-
ing system. We chose the classical master-slave architecture:
one network node was designated as a master, and the rest
of the nodes acted as slaves. The master node controlled the
scanning and data acquisition process by sending commands
to the slave nodes via a wired 100 MBit/s Ethernet LAN.
The control channel was implemented as a wired network
for its high data rate and reliability, but the system can easily
be configured to use the wireless medium to exchange con-
trol information. The master node also gathered the signal
strength information from the slave nodes, ran the estima-
tion and detection algorithms, and decided whether to gen-
erate an alarm signal or not. One by one, each slave node

received commands from the master via the wired network
to transmit through its wireless link, while the rest of the
nodes became receivers. Upon the reception of the transmit-
ted wireless frames, the slave nodes sent the corresponding
signal strength information to the master node via the wired
network and waited for the next command.

3.2 Scanning and Signal Acquisition

The control channel between the master node and the slave
nodes was implemented using standard UDP sockets, and the
master node performed point-to-point communication with
each slave node. Since on the wired LAN the packet loss rate
was very small, the overhead of the TCP protocol was unde-
sirable. However, packet loss did occur on rare occasions,
so some extra measures were included in the communication
protocol to be able to recover from packet loss/corruption.

For the wireless broadcast channel, neither TCP nor UDP
were found suitable. These protocols cannot make the re-
ceived signal strength values available for the application
layer, and changing the protocols such that all TCP/UDP
sockets would forward this information was undesirable
since wired TCP/UDP packets do not have this information,
and one of the objectives was to be able to use the system in
communication mode as a regular data network. Thus, we
used raw sockets to send and receive our own user-defined
MAC frames. Moreover, the Host AP driver was modified
in such a way that when a wireless frame was received, the
driver copied the signal strength value from the driver-level
Rx descriptor into a specific field in the user-defined MAC
frame, and the slave node process could read this information
from the packet received through the raw socket. Since raw
sockets are “shortcuts” between the application layer and the
logical link control layer, and all wireless frames were broad-
cast (the broadcast destination MAC address was used), the
error-free reception of all wireless frames was not guaran-
teed. During one scanning cycle, each slave node transmitted
50 wireless frames in a ”burst”, and the detection algorithm
was designed to be able to work even if there were gaps in
the received signal strength values due to lost or corrupted
wireless frames.

The communication protocol realizing the scanning cy-
cles was implemented according to the timing diagram
shown in Figure 2. The rectangles above the time axes rep-
resent packets sent over the wired communication link (UDP
packets), while the rectangles below the axes represent wire-
less transmission and reception (raw socket frames). In the
beginning of the cycle, the master node selected one slave
and sent it a command to become the transmitter for the next
burst. Upon the reception of this command, the addressed
node sent a burst of 50 wireless broadcast frames, and the
rest of the nodes received some of these frames and saved
the corresponding signal strength information. After finish-
ing with the wireless transmission, the transmitter slave node
sent back a ”Burst Done” message to the master. Thus, the
master node knew that one burst of the scanning cycle had
been completed, so the master selected the next node to be-
come the transmitter and sent a command to it. Since these
commands were sent over a UDP socket, some of the mes-
sages were lost or corrupted, so after transmitting each com-
mand, the master started a timer and waited for the ’Burst
Done” message. If timeout occurred, the master node at-
tempted a number of retransmissions before declaring system
failure.



TX=51 TX=S2| -

Estimation/
,lDetection

TX=S3

4
Master \\ /4 |l / ,/:/. ti;ne
Slave 1 ! lm‘ ‘ w/ /// >
Ill ‘IM I‘ /1 time
Slave 2 ll 'l Done ! // N
ave I&I [ Rx ;4 // ti:ne
Slave 3 IM #Ill W‘ lm‘ ti;e

Figure 2: The timing diagram of one scanning cycle

The last burst in the scanning cycle was special be-
cause this was when the slave nodes sent the collected signal
strength information to the master node. The last slave node
was informed that this was the last burst in this scanning cy-
cle by a special field in the command from the master node,
and after finishing the wireless burst, the slave node sent ”Cy-
cle End” messages through a the wired network to the rest of
the slave nodes. Then, all nodes (including the last trans-
mitter) sent “Burst Done” messages to the master node, and
these messages contained the received signal strength val-
ues collected during the scanning cycle. The master node
received these messages (again, a timer was started and
stopped to be able to recover from packet loss/corruption),
and if enough observation data had been collected, it exe-
cuted the estimation and detection algorithms. Otherwise, a
new scanning cycle was started.

3.3 Signal Processing

The estimation and detection algorithms were implemented
following the description in [6]. These algorithms were
based on the received signal model depicted in Figure 3.
The true value of the received signal parameter (denoted by
l,?,yn, when the m-th slave node was the transmitter and the n-
th slave node was the receiver) was shifted by an unknown
bias (B ), resulting in the biased parameter (/). The
bias represents measurement inaccuracy due to transmitted
and received signal features that are not calibrated and/or not
standardized, such as the 802.11 transmit power and signal
strength value calculation. The true signal parameter was fur-

ther disturbed with zero-mean, white Gaussian noise zy, , ()
with variance 2 at time ¢#. The observations are usually
only available in quantized form (for example, 802.11 sig-
nal strength values), so the observed values were {ym ,(f)},
the quantizer indices corresponding to the noisy and biased

signal parameter values {x,, () }.
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Figure 3: The received signal model

During the training phase, the signal and noise param-
eters /,,, and , were estimated by an approximate and an
iterative maximum likelihood (ML) estimator using a larger
number (1000) of training samples received from each slave
node. The approximate ML estimates provided the initial
values for the iterative estimator. The observations were the
signal strength values corresponding to the received wireless
frames, and the true value of the (biased) signal strength was
the signal parameter /,, , to be estimated.

In the detection phase, the surveillance system detected
the changes [, , in the parameters /[, , based on a small
number (50) of observations. The values of [, , were es-
timated by an approximate ML estimator. Since the ob-
jective was to maximize the probability of detection for a
given probability of false alarm, the detector performed a
GLRT. As a natural consequence of the multi-node GLRT
formulation, the preprocessor calculated the features, which
were functions of the estimated signal and noise parameters,
and the feature-in-decision-out information fusion was per-
formed by a simple summation and threshold comparison.

4. EXPERIMENTAL RESULTS

To illustrate the performance of the implemented surveil-
lance system, we performed some experiments. The experi-
mental site, depicted in Figure 4, was the D section on the 5th
floor of the IT University of Copenhagen building. The walls
were made of plaster and concrete, and the doors were made
of wood. At the time of the experiments, the 5th floor was
empty, so there were no furniture or any equipment present.
Three slave nodes were placed in different rooms, shown by
the numbered triangles in the figure. The directions of the
triangles indicate the orientation of the WLAN cards.

The event to be detected was the opening of a door by a
person, which modeled the intrusion into a secure area. Be-
fore the event, the person stood beside the closed door in one
of the rooms. Then, he opened the door (to about 40 — 45°),
moved through the door opening into the corridor and closed
the door behind him. Three experiments were conducted
at three different locations. The corresponding rooms and
doors are labeled with ”A”, ”B” and ”C” in Figure 4. The
performance of the system was evaluated by the traditional
detection performance metric: the probability of detection
(the probability that an event is detected if the event occurs)
versus the probability of false alarm (the probability that an
event is detected provided that the event does not occur).
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Figure 4: The experimental site

The slave nodes transmitted the wireless frames in bursts
of 50, and each slave node transmitted one burst in one scan-
ning cycle. The training phase consisted of 20 scanning cy-
cles. In the detection phase, a decision regarding the detec-
tion of an event was made after each scanning cycle.

To calculate the average probability of detection, we per-
formed 200 door-opening events according to the description
above. In order to average over the estimation error incurred
by the training phase, the system was periodically retrained
after 20 event detection attempts (detection phases). To cal-
culate the average probability of false alarm, the door was
closed, and 10000 scanning cycles and detection decisions
were made. The system was periodically retrained after 1000
scanning cycles (detection phases).

The experimental results are depicted in Figure 5, which
shows the obtained average probability of detection versus
average probability of false alarm curves. The curves ”A”,
”B” and ”C” correspond to locations ”A”, ”B” and ”C”, re-
spectively. As can be seen form the figure, the door-opening
events at locations ”A” and ”B” could be perfectly detected,
without any false alarms. This is not surprising since these
locations are in the vicinity of the direct line-of-sight paths
between some of the slave nodes. Thus, moving objects and
human body caused several dB change in the received sig-
nal strength values, which could be detected with high accu-
racy. Experiment ”C” was a more challenging case because
the door-opening event only caused changes in the reflected
component of the received signals (the direct paths were not
disturbed), and the event and the slave nodes were separated
by multiple walls. As a consequence, the detection perfor-
mance degraded significantly: at 10~2 false alarm probabil-
ity, the door-opening event was detected only about 80% of
the time.

5. CONCLUSION

We described an implementation of an indoor surveil-
lance system built from commercially available, off-the-shelf
WLAN components. The surveillance system performed
continuous environment scanning and was capable of giv-
ing real-time alarm signals based on detected changes in the
received signal strength values. Even though the exact limits
on the performance and the robustness of the system are yet
to be investigated, the experimental results showed promis-
ing intrusion detection capabilities.
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