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ABSTRACT
In this paper 1 we discuss the design issues of an Ultra Wide Band
(UWB) receiver, targeting a single-chip CMOS implementation for
low data-rate applications like ad hoc wireless sensor networks. A
non-coherent transmitted-reference (TR) receiver is chosen because
of its small complexity compared to other architectures. Issues,
challenges and possible design solutions are discussed. In partic-
ular, an analysis of the trade-off between performance and com-
plexity in an integrated circuit implementation is given.

1. INTRODUCTION

Ultra Wide Band (UWB) systems using short pulse modulation are
nowadays considered a viable solution for short-range mobile com-
munications. Due to this short time span, the spectrum of a UWB
signal may extend over several gigahertz, thus overlapping part of
the bands used by narrowband systems. The high time resolution
due to the transmission of narrow pulses, on the order of a few
nanoseconds, enables accurate localization applications (few cen-
timeters of resolution). This makes UWB appealing for low data-
rate applications like location-aware wireless sensor networks [1].

Another important feature of UWB technology using base-
band pulse modulation is the drastic simplification of the ana-
log front-end of the receivers. After low noise amplification,
the baseband analog signal can be directly converted into a
digital format, enabling the exploitation of the flexibility (pro-
grammable/reconfigurable hardware), the noise robustness and the
low power consumption of digital CMOS integrated circuits.

The above mentioned advantages might enable the integration
into a single CMOS chip of all digital, analog and radio-frequency
functions. However, at the best of our knowledge, there are not fully
integrated solutions commercially available. Only few recent pub-
lications have the complete integration of a UWB transceiver in a
CMOS technology as final goal ([2] and [3]). However, these works
are limited in scope by the assumptions on the channel model or by
the high power consumption of the analyzed receivers. Research in
the field of low-complexity receivers is limited today to the system-
level analysis and publications describing detailed implementation
of the overall receiver are still lacking.

The main contributions of this paper are the following:
• A fully digital implementation of a UWB non-coherent receiver

based on the transmitted-reference principle [4] is discussed.
The receiver is assumed to operate on a UWB indoor channel,
modelled as in [5].

• A limited complexity blind synchronization algorithm is pre-
sented and its performance analyzed, assuming dense multipath
channel and no multiple access interference.

• The hardware implementation of both the A/D, and the base-
band part of the TR receiver is discussed. In particular, we
present a wide set of implementation possibilities, for both the
synchronization and the demodulation operations and we rank
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them according to the number of resources required for the im-
plementation.
The paper is organized as follows: in Section 2 we analyze the

principal structures proposed so far in the literature for UWB re-
ceiver. Furthermore, we present the principal characteristics of a
TR receiver at the system level. In Section 3 we compare digital and
analog implementation solutions for the TR receiver and in Section
4 the synchronization and demodulation algorithms are presented.
The hardware integration challenges and solutions are discussed in
Section 5. Finally, Section 6 summarizes the achievements of this
work.

2. COHERENT VERSUS NON-COHERENT RECEIVERS

In case of perfect channel estimation and synchronization (coherent
reception), absence of intersymbol and multiuser interference, it is
well known [6] that a Rake receiver is the optimal detection scheme,
in the sense that it minimizes the probability of error measured at
the receiver end. However, the high number of multipath replicas
of an indoor UWB channel (up to 100 according to [5]) makes this
structure extremely power-consuming, even under the assumption
of perfect channel state information at the receiver. Furthermore,
additional power consumption is required by the estimation step, a
non-trivial task in such a dense multipath environment.

A different approach is based on the use of techniques that do
not explicitly try to estimate the channel and, possibly, require a
less power-consuming receiver architecture. This class of receivers
is denoted in the literature as “non-coherent”, [7]. These receivers
allow to capture a large amount of the transmitted energy, despite
the distortions and multipath propagation experienced by the signal
through the transmission over the UWB channel. Among these re-
ceivers, it is worth mentioning, for their inherent architectural sim-
plicity, the differential [8], the transmitted-reference (TR) [4] and
energy detector [9].

In this work we focus on the TR receiver, with modulation for-
mat as described in [4]. According to this model, the transmitted
UWB signals are grouped in blocks of length N. Each block con-
sists of Nr reference pulses and Nd amplitude modulated ones. The
channel is assumed to be static during one block and to change in-
dependently from block to block (block fading assumption). This
assumption is expected to be valid for UWB systems operating in
indoor environments, as the indoor channel is characterized by a
rather long coherence time. In formulas, the received signal r(t)
corresponding to one transmitted block, is given by:

r(t) =
Nr−1

∑
j=0

s
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t− jTf
)

+
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∑
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b js
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{

b j
}+∞

j=−∞ is the sequence of information bits, s(t) is the
received pulse, obtained convolving the transmitted pulse and the
channel impulse response of the channel, n(t) is AWGN with two
sided noise spectral density N0/2 and Tf is the frame time, larger
than the delay spread of the channel to avoid inter-symbol interfer-
ence. At the receiver each modulated pulse is correlated with an



internal template waveform, obtained through an average over the
reference pulses. Finally, a hard decision is employed.

It is clear that the performance of a TR receiver increases as Nr
increases, because of the improved quality of the internal reference
(the average filters out the white noise); on the other hand, at the
same time the data-rate decreases.

3. ANALOG AND DIGITAL DOMAIN PROCESSING

The choice of the TR receiver still leaves room for a number of
alternatives concerning the partitioning between analog and digital
circuits. The fully analog receiver correlates the incoming data with
an internal analog template, and samples the correlation result. A
hard decision consists of a simple 1-bit A/D conversion. The fully
digital scheme converts the RF signal immediately after the LNA
amplification and then performs a digital correlation and decision.
The analog correlator is critical as it handles a very high frequency
and large bandwidth signal, while the sampling is done at the pulse
repetition rate, that for low power low data-rate applications means
0.1−1.0 µs. The digital scheme is relatively simple from the signal
processing viewpoint; on the other hand the A/D converter requires
a very high sampling rate in order to meet the Nyquist criterion.
Nonetheless, the analog template generation is even more difficult.
In particular, analog delay lines are needed to align the template sig-
nal and the received pulse. The delay can be as long as the repetition
period and with the currently available technologies it is not feasi-
ble to provide such kind of delays on-chip. Therefore, provided that
a sufficiently fast A/D is available, the digital alternative is the most
suitable for a single chip CMOS implementation. We will therefore
refer to this fully digital scheme in the following. The impact of this
choice on system parameters, like cost and power consumption may
be relevant, especially in the light of the power consumption of fast
A/D. Depending on the application constraints, like battery lifetime
in wireless sensor networks, other choices might be more suitable.

4. BEHAVIORAL MODEL

4.1 Bandwidth and channel model
According to FCC regulation, UWB devices for indoor environ-
ments are allowed to operate in the bandwidth below 960 MHz and
from 3.1 to 10.6 GHz. The first bandwidth is reserved for imagin-
ing systems, while the latter for communications and measurement
devices. In this paper we will ignore this disposition and assume to
transmit the UWB pulse in the bandwidth below 960 MHz. More
precisely, we will assume that the transmitted pulse has a bandwidth
of 500 MHz, and the A/D converter samples at 1 GHz. However, the
model and the hardware implementation alternatives we present in
the following sections are completely parametric and can be adapted
to other bandwidths.

The test-vectors of the channel response are built using the
IEEE 802.15.3a model [5]. The maximum delay spread of the chan-
nel is equal to 100 ns (or 100 samples). A white Gaussian noise is
added to the samples with variable SNR. A single user scenario is
considered, assuming that some form of MAC protocol (TDMA or
CSMA) is employed to limit multiple access interference.

4.2 Synchronization
4.2.1 Introduction

The purpose of the synchronization algorithm is to recover at the
receiver the timing information, required to perform the demodula-
tion and the detection of the transmitted information. In our case,
timing recovery may be conveniently viewed as a two-part process,
the first consisting of estimating the time instant representing the
starting point of the pulse (symbol-level synchronization) and the
second aiming at identifying the position of the first reference pulse
in each transmitted frame (block-level synchronization).

Interestingly, if one approaches the problem of timing recovery
from a theoretical point of view, with the objective to derive the best
strategy according to some criterium (for example the minimization

of the Euclidean distance between transmitted and estimated sig-
nal), it turns out that the synchronization problem is strictly related
to the channel estimation one [10]. However, the strategy described
in [10], albeit characterized by good performance, is of scarce util-
ity to our purposes, because of its high computational complexity.

In the next section we will, instead, propose an algorithm, sub-
optimal with respect to the one presented in [10], which performs
symbol synchronization based on heuristic considerations. Its per-
formance is expected to be rather poor, if compared to more sophis-
ticated approaches. However, its limited complexity makes it an
interesting solution for our particular context.

4.2.2 Symbol-level synchronization

We assume that each frame contains N f samples, where N f is ob-
tained by multiplying the frame length Tf by the sampling fre-
quency fs, and that the number of samples per pulse is Nw. Our
algorithm is based on the sliding correlation principle. In formu-
las, given the vector of received samples r = (r[1],r[2], . . . ,r[M]),
the N f correlation values Sbit(k),k ∈ [1,N f ] and the starting sample
kmax are computed as follows:

Sbit(k) =
Np

∑
j=1

∣

∣

∣

∣

∣

k+Nw−1
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∣

∣

∣

∣

∣

k = 1,2, . . . ,N f (2)

kmax = arg( max
k∈[1,N f ]

(Sk)), (3)

where Np indicates the number of pulses to be correlated with the
first one. In words, for each sample of the first analyzed period,
the algorithm computes an estimate of its likelihood of being a po-
tential starting sample. Then the sample with maximum likelihood
is chosen. This simple algorithm works optimally for a noise-free
signal. On noisy channels, its performance can be improved by not
limiting the correlation to the adjacent pulse but considering also
the following Np−1 pulses. Of course, increasing Np comes at the
cost of increasing acquisition time and/or hardware complexity, as
shown later on.

4.2.3 Block-level synchronization

Once the signal timing at the symbol-level has been acquired, a
block-level synchronization step, which reveals the position of the
reference bits in the transmitted frames is needed. This step can be
performed in a blind way, employing an algorithm similar to the one
described for the symbol-level case, or through the transmission of
a training sequence.

4.3 Demodulation
After synchronization is achieved, the receiver demodulates the Nd
data symbols contained in each block. A template vector t is con-
structed averaging over the reference sequence r = [r1,r2, . . . ,rNr ],
where with r we denote the vector containing the discrete sam-
ples associated to the reference part of the transmitted block. The
reference sequence can be multiplied by a reference pattern p =
[p1, p2, . . . , pNr ], pi ∈ {−1,1}, if a pattern known to the receiver is
employed to modulate the reference pulses. In formulas:

t =
1

Nr

Nr

∑
i=1

piri

The demodulated data d j ∈ {−1,1} are then obtained by taking

d j = sign(t ·dT
j ), j = 1,2, . . . ,Nd

with d = [d1,d2, . . . ,dNd ], containing the discrete samples of the
data part of the transmitted block.

Fig. 1 reports the error probability evaluated averaging over
106 realizations of the input signal and channel. Two curves are
reported, the “No Synch” case, where the timing is ideally acquired,



and the “Synch” case, where the timing is given by a previous run
of the symbol-level synchronization algorithm. We suppose perfect
block-level synchronization in both cases. It can be noticed that the
second curve has a slightly larger error probability, but it tracks well
the first one.
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Figure 1: Error probability: ideal bit-level acquisition compared to
the algorithm described in Eq. (2) with Np = 1.

5. HARDWARE INTEGRATION: CHALLENGES AND
SOLUTIONS

We will not discuss the integration issues of LNA and filters in a
mixed-signal CMOS chip. We will focus, instead, on the baseband
part of the receiver with a few hints regarding the A/D converter.
The integration of this part of the receiver is very critical because of
the very high bandwidth. Some proposals ([2], [11]) suggest the use
of a bank of Nad parallel A/D converters, each one with sampling
frequency fs/Nad and delay between two consecutive converters of
δT = 1/ fs. This solution is mandatory, nonetheless it still presents
difficulties:
• even if the sampling frequency is reduced of 1/Nad , each A/D

must have a bandwidth equal or larger than the UWB pulse
bandwidth.

• the clock generation is critical, since each clock phase must
maintain a stable and small relative delay. The jitter must be
kept well under control.

• If the duty-cycle of the pulse is very small, like for low data-rate
applications, the number of parallel A/D converters, and so the
number of clock phases, is too high for area/power constrained
silicon implementations.
While the first two points require appropriate circuit and tech-

nology solutions, the third one can be faced by a suitable arrange-
ment of the A/D registers. The example in Fig. 2 is the case of
N f =1000, Nad = 10. The outputs of the A/D are organized in shift-
registers in order to avoid the memory input control along with its
complex, and slow, decoder. Only one window of N f samples is
registered in the case of Fig. 2. If more than one window are nec-
essary, as for the previously described synchronization algorithms ,
the shift-register size can be easily extended.

In the following, we will discuss the architecture of the receiver
for the implementation of the synchronization and demodulation al-
gorithms.

5.1 Symbol-level Synchronization
Many implementations are possible ranging from parallel to se-
quential.

5.1.1 Parallel Implementation

We assume to have sufficient resources for executing the algorithm
of equation (2) in one clock cycle (or few clock cycles, in case of
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Figure 2: A possible arrangement of parallel A/D for the case N f =
1000.

Table 1: Complexity for the parallel implementation according to
(2) and after loop simplification.

Resource Number of resources Number of resources
type according to (2) after loop simpl.

MEM (Np +1)N f +Nw−1 (Np +1)N f +Nw−1
MUL NwNpN f Np(N f +Nw−1)
ADD NwNpN f Np(bN f +Nw−2/2c

+dN f /2e+N f )

pipelining). The complexity requirements obtained by simply un-
rolling the loops are reported in Table 1, second column, where
MEM are memory elements, MUL stands for multipliers and ADD
for adders. The size in bits of each memory element corresponds
to the number of quantization bits of the A/D. Many multiplications
are unnecessarily repeated many times. The minimum number of
different products is not difficult to compute and is shown in Table
1, third column. In a similar way, the number of ADD can be re-
duced by considering that many additions are repeated many times.
However, it is more difficult to evaluate the exact (and minimum)
number of additions. The example in Figure 3, a simplified case
with N f = 6, Nw = 5, Np = 1 (MUL=6+5-1=10), shows one pos-
sibility. Products are denoted by Pi, i = 0, . . . ,MUL− 1, while Si,
i = 0, . . . ,N f −1 are the outputs of the correlation step. In this case,
the total number of adders is

bNmul −1/2c+ dN f /2e+N f = 4+3+6 = 13.

Shadowed operators refer to the case when N f = 7 (Nmul = 11). We
expect a number of adders equal to

bNmul −1/2c+ dN f /2e+N f = 5+4+7 = 16

which is consistent with the figure. If Np > 1 the number of adders
has to be multiplied by this factor. Table 1, third column summa-
rizes the overall complexity of this implementation. After the eval-
uation of the correlations, the algorithm proceeds with the search
of the maximum. The parallel architecture is simply a tree of com-
parators.

5.1.2 Sequential Implementation

A possible sequential implementation takes advantage of the previ-
ous observation concerning the reuse of products and sums. We can

p0 p1 p2 p3 p4 p5 p6 p7 p8 p9 p10

s0 s1 s2 s3 s4 s5 s6

Nf

Nf /2

Nmul -1/2

Figure 3: Example of parallel implementation.



rewrite for convenience the estimates Sbit(k) as follows
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∑
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|s(k, j)|

(4)
and then write a recursive formula

s(k, j) = s(k−1, j)− p(k−1, j)+ p(k +Nw−1, j) (5)

with s(0, j) computed as in (4). It is clear that if eq. ( 5) is evaluated
at every clock cycle, only 1 MUL, 1 ADD and 1 SUB (subtractor)
are needed, if Np = 1. When Np > 1, another adder is required for
the outer sum. Table 2 summarizes the complexity of this simple
implementation.

Table 2: Complexity of the sequential implementation.
Resource Type Number of Resources
MEM (Np +1)N f +Nw−1
MUL 1
ADD 1 if Np = 1, 2 if Np > 1
SUB 1

The computation of the maximum is performed this time
through a sequence of N f comparisons. They are implemented us-
ing one comparator and one additional register for saving the tem-
porary maximum and its index.

5.1.3 Execution Time Considerations

The first important point to understand is if the synchronization al-
gorithm needs realtime execution. The limit for the execution time
in the non-realtime case depends on the design choices, while for
the realtime case we can derive material limits. Suppose we start
filling the input memory at time 0. Every Ts seconds a new sam-
ple is registered. The algorithm can start as soon as the products
Pi, i = 0, . . . ,MUL− 1, (see Figure 3) can be computed. For the
parallel case, we have to wait until time (Np +1)N f +Nw−1, when
the last sample needed for the computation of the product is stored.
In order not to lose data, we can add a few registers to save the
last N f −Nw samples of the last symbol used in the synchroniza-
tion algorithm. These samples are not used for the computation of
the {Pi} products, but can be needed for the following demodula-
tion step. The parallel execution has to be completed in no more
than (N f −Nw)Ts seconds. Suppose we run the digital circuit at
clock frequency fck; thus, we need to complete the execution in
Nck = (N f −Nw)Ts fck clock cycles.

The sequential algorithm can start as soon as the first product is
available, at time (N f +1)Ts. If the same assumption of completing
the storage of the Np +2-th bit holds, the time left for computation
is (Np + 1)N f Ts. The clock cycles needed for this aim are about
Np(N f +Nw). Therefore, the following lower bound holds:

fck ≥
Np(N f +Nw)

(Np +1)N f Ts
>

Np

Np +1
fs.

For low sampling rates (i.e. less than 2 GHz) this is still feasible in
CMOS, even if not straightforward. For higher rates, other solutions
must be conceived, like increasing the input buffer size or relaxing
the “no data lost” criterium.

5.1.4 Mixed Parallel/Sequential Architecture

Intermediate solutions between the two extreme parallel and se-
quential implementations are possible. One consists of applying
sequentially, for Np times, a parallel search limited to a correla-
tion between two windows. In general, whatever the strategy used
for computing the correlation is, the execution time limit under the
requirement of not losing any data is (Np + 2)N f Ts ≤ NpNcorrTck,

where Ncorr is the number of clock cycles needed for correlating two
windows. For example, at 2 GHz sampling rate and 100 MHz clock
frequency, with N f = 1000 and Np = 4, the number of clock cycles
for the correlation is Ncorr = 75. This cannot be achieved with a to-
tally sequential architecture that requires N f +Nw > 1000 cycles for
each correlation. On the other hand, a parallel solution could be too
costly and unnecessary fast. A mixed parallel-sequential solution is
more suited for this case.

5.2 Demodulation
The demodulation consists of two phases, template calculation and
computation of the correlation between received signal and tem-
plate. Also in this case, parallel and sequential solutions can be
envisaged. For space constraint, the description of the demodulator
is not included in the paper. The interested reader is referred to [12].

6. CONCLUSIONS

In this paper we discussed the implementation challenges for an
UWB TR receiver. A detailed analysis of the performance, as a
function of the many system and environmental parameters has been
done. The issues and challenges for an integrated circuit imple-
mentation have been discussed. The architectures described have
been implemented and verified on a FPGA equipped board. An ap-
plication specific integrated circuit (ASIC) version on an advanced
CMOS 0.13 µm technology is currently under development.
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