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ABSTRACT 
Recently, a new method for the design of Finite Impulse 
Response (FIR) prototype filters by frequency sampling for 
modulated filter banks was presented. In the previous work, 
we showed the algorithm for obtaining linear-phase 
prototype filters of restricted length: N=2mM, where m is an 
integer and M is related to the number of channels. Since 
fast algorithms of implementation for cosine-modulated 
filter banks have been proposed when the prototype filter 
length is N=(2p+1)M, we present the general expressions 
that allow us to obtain the arbitrary-length prototypes. These 
filters can be used for designing nearly perfect 
reconstruction modulated filter banks, as well as 
Transmultiplexers or Discrete Subband Multitone 
transceivers based on the above kind of filter banks. The 
analytical and simulation results show again that the 
designed system performance is extremely good. 
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1. INTRODUCTION 

Modulated filter banks (MFBs) have been extensively stud-
ied and they are used in many applications from data com-
pression (such as audio, image and biosignals coding) to data 
transmission (by means of multicarrier modulation). In gen-
eral, modulated filter banks with applications to communica-
tions are generally referred to as Discrete Wavelet Multitone 
or Discrete Subband Multitone (DSBMT) transceivers. These 
transceivers have been proposed for implementing several 
multicarrier systems as an alternative solution to modulated 
transmultiplexer (TMUX) systems based on the Discrete 
Fourier Transform (DFT) filter bank. MFBs and DSBMT 
transceivers offer several advantages, such as: (a) High-
selectivity and high-discrimination systems can be easily 
designed; (b) the resulting sub-channel filters can be gener-
ated based on the use of a single real-coefficient prototype 

filter; (c) in particular cases, fast algorithms can be applied 
for efficiently implementing the analysis and synthesis banks. 
For the above reasons, the design of prototype filters for 
MFBs is a topic that has received widespread attention in 
recent years. Several efficient methods have been proposed 
which facilitate the prototype filter design for nearly perfect 
reconstruction (NPR) modulated filter banks [1]-[8]. 
In this paper, we put forward an arbitrary-length prototype 
filter design technique. The proposed method is based on the 
frequency sampling approach for designing FIR filters [10, 
11], and the magnitude response values of samples in the 
transition band for the prototype filter are the only 
parameters to be optimised.  This method was initially 
proposed in [8] for obtaining linear-phase prototype filters 
of restricted length: N=2mM, with parameter 0α = . Since 
fast algorithms of implementation for modulated filter banks 
when the prototype filter length is N=(2p+1)M have been 
recently proposed [9], we present the general expressions 
that allow us to obtain the arbitrary-length prototypes. We 
also include expressions with parameter 1 2α = . The 
resulting MFBs and DSBMT transceivers closely satisfy the 
perfect reconstruction property. 

2. A UNIFIED SCHEME OF MODULATION 

In this section, we present a scheme of modulation by which 
all the analysis and synthesis (or the receiving and the 
transmitting) sub-channel filters can be obtained for 
different families of MFBs (or DSBMT transceivers).  
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we obtain the following expressions: 
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[ ] ( ) [ ]1 1i ih n c f N n= ⋅ − − . (5)
From the above filters, we can obtain several kinds of 
MFBs, and therefore, different DSBMC transceivers. For 
example, we can obtain from the above equations the 
scheme of modulation corresponding to conventional PR 
and NPR cosine-modulated filter banks (CMFB) as follows: 
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where  ( )0 1i M≤ ≤ −  and M is the number of channels. Op-
erating, we get 
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and we can rewrite expressions (4) and (5)  as 
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3. PROTOTYPE FILTER DESIGN 

3.1 Conditions for nearly perfect reconstruction 
Let ( )jP e ω  be the frequency response of the prototype fil-
ter. The conditions for approximate reconstruction in the M-
channel cosine-modulated filter bank and the 2M-channel 
Modified-DFT filter bank can be expressed as  

 ( ) 0jP e Mω ω π≈ > , (12) 
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where ( )j
iH e ω  and ( )j

iF e ω  are, respectively, the analysis 

and synthesis filters obtained by modulation from ( )jP e ω .  

3.2 FIR filter design by frequency sampling technique 

Let [ ] ( )kjP k P e ω≡ , where ( ) 2k k Nω α π= + ⋅ ,  

( )0 1k N≤ ≤ − , and 0α =  or 1 2α = , be the samples of 
the frequency response at N points uniformly spaced in the 
interval [ )0,2π . The relation between the impulse response 
coefficients and the frequency response samples is given by 
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where  ( )0 1n N≤ ≤ − . For simplicity, we consider that 

[ ]p n  is real and symmetric, i.e.: [ ] [ ]1p n p N n= − − . In 
this case, the filter coefficients can be obtained using the 
following equations (see ref. [11]). If 0α = , we get: 
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where [ ] [ ] j k NH k P k e π−= ⋅  and 2 1U N= −    ( x    and 
x    denote rounding to the next larger or smaller integer, 

respectively). If 1 2α = , the filter coefficients can be ob-
tained as 
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where [ ] [ ] ( ) ( )2 1 2j N k NH k P k e π− −= ⋅ .  

3.3 Initial Specifications 
The initial values of [ ]P k  must be defined before the opti-
mising process starts. Previously, it is important to point out 
that the number of samples in the transition band must be 
selected ( )1L ≥ , and its centre (transition band) must be 

situated at approximately the frequency ( )2Mπ . The clos-

est value to ( )2c Mω π=  is defined as  

( ) 2r r Nω α π= + ⋅ , r Z +∈ .  
Therefore, given  L, r and N, the values of the magnitude 
response [ ]P k  and the phase response [ ]{ }arg P k  must be 
defined as given below in eqs. (17) and (18). 
Function ( )f k  allow us to obtain the values of the transi-
tion band samples. It must be carefully chosen in order to 
ensure the fast convergence of the algorithm to optimum 
solutions. In [8], we used 
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where pω  is the  frequency corresponding to the last sample 
of the passband and sω  is the frequency corresponding to 
the first sample of the stopband. For the design examples 
explained in Section 4, we have chosen  

( ) ( ) 2
1 2

0.95 s

s p

L k N
f k

ω π
ω ω

 − + − ⋅ ⋅
= −   − 

. (20) 

3.4 Optimization Procedure 
The optimization procedure consists of the following steps: 
1 Select the filter length N.  
2 Select the required number L of samples in the transi-

tion band. 
3 Initialize the N samples of the frequency response as 

described in the precedent subsection (eqs (17) and 
(18)). The resulting vector P , with corresponding 

magnitude response initial values [ ]kP , is  

[ ] [ ]1 1 1 1 0 0
passband stopbandtransition band

l l L
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where ( )0 1 2k N≤ ≤ −   . 

4 Let [ ] [ ] [ ]1 2l l l L =  l "  be the vector whose  
elements are the samples of the magnitude response at 
the transition band. Find optl , i.e., determine the values 
of the components of l that minimize the objective 
function ψ  defined as [4] 
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where ( )jG e ω  is the discrete-time Fourier Transform 

of [ ]g n , defined as ( ) ( ) 2
j jG e P eω ω= . 

5 Calculate the optimum values of the frequency re-
sponse samples [ ]optP k . These values are obtained 
from (17) and (18), by replacing the initial values of the 
magnitude response in the transition band in (17) by the 
optimised values optl  obtained in the previous step: 
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6 Using [ ]optP k , obtain the prototype filter coefficients 

[ ]p n  through equation (14) (or using eq. (15) or (16), 
as appropriate). 

The objective function ψ  to be minimized in step 4 can be 
defined as in [3], [4] or by defining a different cost function 
that yields a prototype filter that is a spectral factor of an 
approximately 2Mth band filter. 
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Fig. 1. Prototype filter magnitude response P(ejω) designed using the 
proposed technique.  

We would like to emphasize that since few number of sam-
ples L in the transition band are taken and the optimization 
is only performed on these samples, the computational 
complexity of the proposed algorithm is very  low. Fig. 1 
depicts an example of distribution of samples (including 
initial and optimized values), as well as the final magnitude 
response for a prototype filter designed with the proposed 
technique. 

4. DESIGN EXAMPLES 

In this section, we provide two examples to demonstrate our 
results. The minimization algorithm has been implemented 
using the MATLAB Optimization Toolbox. 
Example 1- In this example a conventional cosine-
modulated filter bank is designed with M=32 and a 480-
length prototype filter. We have chosen the following design 
parameters: 6L = , 3r = , and 0α = . The results are the 
following: The peak amplitude distortion is -45.23 10ppR = ⋅  

and the maximum aliasing error is -41.49 10aE = ⋅  (defined 
as in [1]). The peak signal-to-noise ratio (PSNR), obtained 
after applying a random signal as input to the filter bank, is 

85.54dBPSNR = . Table I shows the magnitude response 
for the frequencies 2 480k kω π= ⋅ , 0 240k≤ ≤ , corre-
sponding to the 480-length prototype filter designed with the 
proposed technique.  
Example 2- In the second example, we include the results 
obtained when designing a 1152-length prototype filter for a 
128-channel cosine-modulated filter bank. The design pa-
rameters are: 3L = , 2r = , and 0α = . The resulting filter 
bank shows a peak amplitude distortion 51.499 10ppR −= ⋅ , a 

maximum aliasing error 68.3124 10aE −= ⋅ , and a peak sig-
nal-to-noise ratio 67.85dBPSNR = , also obtained after 
applying a random signal as input to the filter bank. Table II 
shows the optimised samples for the magnitude response 
(for the frequencies 2 1152k kω π= ⋅ , 0 576k≤ ≤ ).  



 

 

Both prototype filters (corresponding to example 1 and ex-
ample 2) can also be used for designing other kind of effi-
cient filter banks. For example, we can design 64 or 256-
channel Modified-DFT filter banks with the first and second 
prototype filters, respectively [12-14]. 

5. CONCLUSIONS 

The paper describes a simple frequency sampling technique 
for obtaining FIR prototype filters for nearly PR modulated 
filter banks, transmultiplexers or  discrete subband multitone 
transceivers. We have presented the general expressions: 
arbitrary-length and 0α = , 1 2α = . The algorithm is rather 
simple, and the only parameters to be numerically optimised 
are the values of the magnitude response in the transition 
band. The proposed algorithm renders good results as the 
resulting filter banks have characteristics very close to the PR 
property. This is because the algorithm converges to opti-
mum solutions when both the cost function to be optimised 
and the number of samples in the transition band are properly 
chosen.  
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TABLE I 
EXAMPLE 1. MAGNITUDE RESPONSE  SAMPLES OF THE OPTIMIZED 

SYMMETRIC PROTOTYPE FILTER. 

k  ( )2 480jkP e π  

0 1 
1 0.99957240722059 
2 0.97651856300809 
3 0.85986315009771 
4 0.64624283821526 
5 0.36088356829187 
6 0.09807130140825 

7 ≤ k ≤ 240 0 
 

TABLE II 
EXAMPLE 2. MAGNITUDE RESPONSE  SAMPLES OF THE OPTIMIZED 

SYMMETRIC PROTOTYPE FILTER. 

k  ( )2 1152jkP e π  

0 1 
1 0.99852489379533 
2 0.82584465174373 
3 0.26906322304657 

4 ≤ k ≤ 576 0 
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