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ABSTRACT 
This paper proposes a hierarchical secret sharing method for 
image data. In the conventional secret sharing scheme (SSS), 
secret data is reconstructed only if more shares are gathered 
and combine than a pre-decided number, k. Though large k 
makes a strong security feature, it creates problems with the 
handling of the many shares required to reconstruct the origi-
nal data. If it allows us to browse the contents of secret image 
data roughly, then it relieves us from the troublesome man-
agement of the secret data. Therefore, in order to improve 
usability, we propose a new SSS using JPEG 2000’s hierar-
chical image representation. This method can control the 
number of reconstructed frequency sub-bands of image in-
formation by the number of combined shares. It can also 
control the precision of pixel values and the reconstructed 
region in the image. This paper shows the feasibility and 
efficiency of the proposed method by computer simulations.  
 

1. INTRODUCTION 

Because of the popularization of broadband networks, digital 
contents distribution continues to attract increased attention. 
When considering the distribution of copyrighted contents, 
we need solid content-level security technology. The secret 
sharing scheme (SSS) is one of the solutions for the solid 
protection of secret information and its secure presentation. A 
(k, n)-threshold method [1] is a well-known type of SSS. It 
divides secret information, into n secret share information 
using a random (k-1)-degree polynomial. At the very least, k 
shares are required to reconstruct the secret information. 
Even if at worst (k-1) shares are leaked out, the secret infor-
mation will not be leaked. Furthermore, even if (n-k) shares 
are lost at worst, the secret information can be reconstructed 
by collecting the other shares. This means strong content-
level security. However, even a summary of secret informa-
tion cannot be browsed until k shares are completely col-
lected by the (k, n)-threshold method. Though large k is a 
strong security feature, it causes problems with the handling 
of the many shares required to reconstruct the original data. 
Even if the image quality is degraded from the original qual-
ity or a particular region of the image is masked, the image 
can be used for some applications, for example, image 
browsing. Usability of the (k, n)-threshold method is ex-

pected to be improved for image data if a smaller number of 
shares can generate a lower quality image or a partially 
masked image than k which is the number of shares required 
to reconstruct original information. 
Therefore, we propose a hierarchical SSS which can control 

the reconstructed image quality and reconstructed region of 
the image by the number of combined shares. In order to 
realize the proposed method, we use the SSS and JPEG 
2000’s[2] hierarchical representation of image information. 
In the JPEG 2000 (JP2) coding method, image information is 
divided into frequency sub-bands using discrete wavelet 
transformation (DWT). Furthermore, coded data can be hier-
archically divided depending on quantization accuracy. Im-
age information can be divided spatially into several regions 
called “tiles,” which allows random access to a particular 
region of an image. Code bits which belong to a particular 
tile, the decomposition level of DWT and a layer are packed 
into a packet which is a unit data segment of JPEG 2000. 
Resolution scalability and image quality scalability are pro-
vided by selecting packets which are sent to a JPEG 2000 
decoder.  
The proposed method controls the value of k for each JPEG 

2000 packet when conducting SSS. This allows the number 
of packets which are correctly reconstructed to be changed 
depending on the number of combined shares. In other words, 
a small number of the combined shares means reconstruction 
of only the packets generated with smaller k than the number 
of the combined shares. Contrarily, the larger number of the 
combined shares means reconstruction of a larger number of 
packets. Generally, decoded JPEG 2000 image quality can be 
controlled by which packets are being decoded. Therefore, 
using an appropriate value of k for the sharing process of 
each packet allows us to control the quality of a recon-
structed image by the number of combined shares.  
In this paper, firstly, we discuss SSS in Sect. 2. Next, the 
JPEG 2000 coding algorithm and code-stream syntax are 
described in Sect. 3. Then, the proposed method is explained 
in Sect. 4. Sect. 5 presents experiments for evaluating the 
feasibility and efficiency of the proposed method. Finally, 
we conclude this paper in Sect. 6. 

2. SECRET SHARING METHODS  

The distributed storage method using SSS is a method in 
which data is divided into serial shares and the shares are 



distributively stored. Then original information can be re-
constructed by combining some of these shares. The distrib-
uted storage method with SSS has strong security features: 
If some of the shares are lost by damage of a storage device, 
original data can be reconstructed by the other shares. Fur-
thermore, even if a part of the shares is leaked out, original 
secret information is not leaked as long as the number of the 
leaked shares is small.  
 
 
 

 
 
 

 
 

 
A well-known SSS is the (k, n)-threshold secret sharing 
scheme. It divides secret information into n secret share in-
formation, Wi (1 ≤  i ≤  n) using a random (k-1)-degree poly-
nomial over the finite Galois Field GF(p).  
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At the very least k shares are required to reconstruct S, 
where k ≤  n. A perfect threshold scheme is a threshold 
scheme in which knowledge of (k-1) or fewer shares does 
not provide any advantage to the opponent to find the secret. 
The following tasks are performed to generate shares. 
1. Choose prime p larger than n and the secret S. 
2. Construct f(s) by selecting (k-1) random coefficients r1 

to rk-1 
3. Compute the shares Wi by evaluating f(x) at n distinct 

points.  
The secret S can be recovered by constructing the polyno-
mial from any k of the n shares. 
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3. HIERARCHICAL IMAGE CODING  
WITH JPEG 2000 

3.1 Coding Algorithm of JEPG 2000 
JPEG 2000 is one method of representing image informa-

tion hierarchically. The processing flow of the JPEG 2000 
encoder is shown in Fig. 2. First, image is divided into one or 
more tiles, which are rectangular pixel regions. This allows 
easy random access to a particular region of the encoded 
image. Next, tiles are analyzed into four frequency sub-bands 
using discrete wavelet transformation (DWT). The lowest 
frequency sub-band is analyzed in recursive fashion. The 
decomposition level of a sub-band is defined as the number 
of repetitions of 2-dimension DWT generating the sub-band. 
Then DWT coefficients are quantized if necessary.  
The sub-band is divided into several code-blocks which are 

coding units of JPEG 2000. Bit-plane based coding is con-
ducted for DWT coefficients in code-blocks. Figure 3 shows 
the bit-plane coding process. Basically, a bit-plane is scanned 
three times creating three coding passes. These are the sig-

nificant propagation pass, which is shown as “a” in Fig. 3, 
the magnitude refinement pass, which is shown as “b” in the 
figure, and the clean up pass, which is shown as “c.” Each bit 
of the bit-plane is scanned once by one of the three passes.  
Coding passes are encoded by an arithmetic coder using 

context information which shows the status of bits located 
around the bits that are being coded. Coded passes in a code-
block are allocated to one or more layers in order to realize 
scalability of the signal-to-noise ratio (SNR), which reflects 
image quality. Coding passes are hierarchically allocated to 
layers according to their contribution to image quality. Com-
pressed data of coding passes allocated in the same layer 
have almost the same degree of contribution to image quality.  
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Fig. 3  Code-block and pass in JPEG 2000 coding algorithm
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3.2 Code-Stream Syntax of JPEG 2000: Tile and Packet 
 Basically, all compressed bits for a tile are allocated in serial 
order. Code bits which belong to a particular tile, the decom-
position level of DWT and the layer are packed into a packet 
which is a unit data segment of the JPEG 2000 code-stream 
syntax. Resolution scalability and image quality scalability 
are provided by selecting packets which are sent to a JPEG 
2000 decoder.  
In the quality scalability mode, as more packets are decoded, 

image quality is improved. All packets related to a layer are 
allocated in a row fashion, and the more significant layer 
appears more forward in a code-stream. Figure 4(a) shows 
this type of packet formation. In resolution scalability mode, 
the first few bytes are used to represent a low frequency 
component. As more bytes are decoded, the resolution of the 
image increases by factors of 2 on each side. Eventually, the 
full size image is obtained. Figure 4(b) shows this type of 
packet formation. 

4. PROPOSED METHOD 

4.1 Share Generation Process 
 Figures 5 and 6 show respectively the processing flow and 
share generation of the proposed method. First, a secret im-
age is normally encoded in a JPEG 2000 code-stream with 
the resolution progressive mode or layer progressive mode. 
Then JPEG 2000 share files are generated based on the origi-
nal JPEG 2000 code-stream. At the share generation stage, 
the value of k is decided for each hierarchical component (a 
layer or a resolution level). This allows the hierarchical com-
ponent to be correctly reconstructed using k shares. In the 
proposed method, a smaller value of k is used for the hierar-
chical component with higher priority.  
 For instance, hereafter, we consider share generation 
whereby the number of layers that are correctly reconstructed 
increases as more shares are combined. If we define ki as the 
value of k for the i-th layer, the value of ki is decided as fol-
lows: Lkkk ≤≤≤ L21 , where L shows the total number of 
layers. Then, data of the packet in the i-th layer of each share 
is generated with ki from the original JPEG 2000 packet data. 
We define the share’s ID which is used as x in equation (1) 
and (2). The share data generation is conducted by the M 
bits: M bits information of the original packet data is used as 
secret information, S, to generate M bits in the share’s packet 
data using the share’s ID. In this paper M = 8 is used for 
computer simulation of the proposed method. Each share’s 
ID is embedded in a comment tag in each JPEG 2000 share 
file because we are allowed to store private information in a 
comment tag of JPEG 2000. 
 Because only packet data have been converted in the gener-
ated JPEG 2000 share files, they are completely based on 
JPEG 2000 code-stream syntax. Thus, they can be decoded 
by an ordinary JPEG 2000 decoder. However, the decoded 
image is noisy and completely different from the original 
image because the packet data is converted by the share gen-
erator. 
 The data size of each JPEG 2000 share file is the same as 
that of the original JPEG 2000 code-stream. Therefore, if n 
share files are generated, the total data size is n times larger 

than the original code-stream size. That data size overhead is 
the same as that of the classical (k, n)-threshold method, 
where there is no hierarchical division of image data such as 
for decomposition levels, layers or tiles. 
4.2 Reconstruction Process 
 The following shows a reconstruction process of the pro-
posed method. Assume that m shares, whose original image 
is identical, are collected. They have the same header infor-
mation except for the comment tag where each share’s ID is 
stored. Then, the JPEG 2000 decoding process can be started 
using the header information of one of them arbitrarily. Be-
fore decoding JPEG 2000 packet data, packet data is recon-
structed by equation (2) using the share’s ID and correspond-
ing packets of all shares. If ki ≥  m, the i-th layer is correctly 
reconstructed. The other layers are not correctly recon-
structed. Then the reconstructed packet data is decoded. 
 The processes described above decode DWT coefficients. 
The ordinary decoding process in JPEG 2000 is then con-
ducted and an image is reconstructed. If some layers were not 
reconstructed correctly at the previous packet reconstruction 
stage, the decoded image contains some degree of noise. 
Equally, the proposed method can be used with the JPEG 
2000 code-stream having resolution progression. 

5. EXPERIMENTAL RESULTS AND EVALUATION 

We verify the feasibility and efficiency of the proposed 
method. The following three types of proposed method are 
evaluated: The first the method whose base progression 
mode is resolution level progression, is explained in Sect. 
5.1. The second is the type whose base progressive mode is 
layer progression, which is evaluated in Sect. 5.2. The last is 
the type in which a particular tile’s data is converted by the 
share generator, which is described in Sect.5. 3. 
5.1 Resolution Progressive Mode 
 In this section, the proposed method based on the resolution 
progressive mode is evaluated. The encoder creates a base 
JPEG 2000 code-stream which has seven resolution levels. 
Here we define ki as the value of k for the resolution level 
which contains the i-th lowest frequency component. At the 
share generator, (k1, k2, L  k7) = (2, 3, L  , 8) and n = 10 
which means the generator creates 10 share files. We define 
m as the number of share files combined. Figure 7(a) shows 
the reconstructed image when m = 1. Figures 7(b), (c), (d) 
and (e) respectively show the reconstructed image when m = 
2, 3, 4 and 8. In Fig. 7(a), the reconstructed image from one 
share does not show image information at all. Figures 7(b) to 
(e) show that larger m shows less noise on the reconstructed 
images. This occurs because more resolution levels are re-
constructed as more shares are combined. In this case, 8 or 
more shares completely create the original image.  
5.2 Layer Progressive Mode 
In this section, the proposed method based on the layer pro-
gressive mode is evaluated. The encoder creates the base 
JPEG 2000 code-stream which has four layers. The allocated 
bit rate for the first layer is 0.001 bit/pixel (bpp), for the sec-
ond layer it is 0.004 bpp and for the third layer it is 0.045 bpp. 
Here, we define ki as the value of k for the i-th layer. At the 
share generator, (k1, k2, k3, k4) = (2, 3, 4, 5) and n = 10. Fig-



ure 8(a) shows the reconstructed image when m = 1. Figures 
8(b), (c), (d) and (e) respectively show the reconstructed im-
age when m = 2, 3, 4 and 5. In Fig. 8(a), the reconstructed 
image from one share doesn’t show image information at all. 
Figures 8(b) to (e) show that larger m shows less noise on the 
reconstructed images. This occurs because more layers are 
reconstructed as more shares are combined. In this case, 5 or 
more shares completely create the original image.  
5.3 Control of Reconstructed Tile  
In this section, the proposed method based on the tiled JPEG 
2000 code-stream is evaluated. The encoder creates the base 
JPEG 2000 code-stream which is divided into 20 tiles shown 
in a tile layout in Fig. 9. k = 3 is used for tile A in the figure 
and k = 2 is used for tile B. n is 10 in this experiment. Figure 
10(a) shows the reconstructed image when m = 1. Figures 
10(b) and (c) respectively show the reconstructed image 
when m = 2 and 3. Figure 10(a) shows the reconstructed 
image from one share and does not show image information 
in both tile A and tile B. Figure 10(b) shows the recon-
structed image from 2 shares is masked only in tile A. The 
image appears in tile B. This occurs because tile A needs 3 
shares to appear and tile B needs 2 share to appear. In this 
case, 3 or more shares completely create the original image.  

6. CONCLUSION 

This paper proposes a hierarchical secret sharing method for 
image data in order to improve the usability of SSS. The pro-
posed method can control the number of the reconstructed 

frequency sub-bands of image information by the number of 
combined shares. It can also control the precision of pixel 
values and the reconstructed region in the image. We verified 
the feasibility and efficiency of the proposed method. 
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Fig. 6  Share generation and reconstruction
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