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ABSTRACT 

 
In  th i s  paper ,  a  new approach  which  i s  ca l led  the  
common mat r ix  approach  i s  proposed for  face  
recogni t ion .  The  common mat r ix  for  each  c lass  can  
be  ca lcula ted  e i ther  us ing  Gram-Schmidt  
o r thogona l iza t ion  method or  us ing  sca t te r  mat r ix  o f  
each  c lass .  In  bo th  ways ,  o r thonormal  mat r i ces  in  the  
indi f fe rence  subspace  represent  the  d i rec t ions  tha t  
conta in  impor tant  d i sc r imina t ive  in format ion .  The  
proposed  approach  overcomes  the  smal l  sample  s ize  
problem and the  d imens ional i ty  problem in  face  
recogni t ion .  The  appl ica t ions  on  AR-Face  da tabase  
g ive  sa t i s fac tory  resu l t s .   

1.  INTRODUCTION 
 
Face recogni t ion (FR) has  a  wide range of  
appl icat ions,  such as  face-based video indexing 
and browsing engines,  human-computer  
in teract ion,  and mult i -media 
monitor ing/survei l lance.  Developing a  
computational  model  for  face recogni t ion is  qui te  
dif f icul t ,  because faces are  complex,  
mult id imensional  and have meaningful  v isual  
s t imuli .  
 
Liner  Discr iminant  Analysis  (LDA) and Pr incipal  
Component  Analysis  (PCA) are the basic  face 
recognit ion techniques [1-4] .  LDA and PCA have 
been successful ly used as  a  dimensionali ty 
reduct ion technique to  many classif icat ion 
problems,  such as  speech recognit ion,  face 
recognit ion ,  handprin t  recognit ion  and 
mult imedia  information retr ieval .  I t  i s  commonly 
bel ieved that  a  direct  LDA solut ion for  such 
high-dimensional  data  is  infeas ible  [1,3 ,5].  LDA-
based methods of ten fa i l  to  del iver  good 
performance when face pat terns  are  subject  to  
large  var ia t ions  in  v iew-points ,  i l luminat ion or  
facial  expression,  which resul t  in  a  h ighly 

nonl inear  and complex dis t r ibut ion of  face  
images.  
 
Improvements  on the LDA such as  quadrat ic  
LDA [5] ,  Fisher’s  LDA [6],  and direct ,  exact  
LDA [3]  were proposed.  J ing et  a l .  used 
PCA+LDA method for  face recognit ion [7] .  In  
their  work,  PCA is  used to  project  images from 
the or ig inal  image space into  a  face-subspace,  
where d imensional i ty  is  reduced,  so  that  LDA 
can be appl ied without  t rouble .  A potent ia l  
problem is  that  the PCA cri ter ion may not  be 
compatible  with  the LDA cr i ter ion thus  the PCA 
step  may discard  dimensions that  contain 
important  d iscr iminat ive  information [3].  To 
prevent  th is ,  LDA without  a  separate  PCA step 
DLDA have been developed [5] .    
 
Linear  feature  extraction based methods have 
been widely used in  face recognit ion.  Fisherfaces  
and Eigenfaces are  two most  famous techniques 
among them.  In  Fisherface method [6] ,  PCA is  
f irs t  used to  reduce the d imensional i ty of  the 
feature  space.  Then in  the  lower  dimensional 
PCA subspace,  the  Fisher  discr iminat ion vectors  
are  computed.  However  Fisherface method has a  
drawback that  i t  cannot  completely solve the 
small  sample s ize  problem,  which occurs  when 
the within-class  scat ter  matr ix, wS ,  is  s ingular .  
The Eigenface method is  based on l inearly  
project ing image space to  a  low dimensional  
feature  space.  However ,  the Eigenface method,  
which uses PCA for  d imensionali ty  reduct ion,  
yields  project ion direct ions that  maximizes the 
tota l  scat ter  across  a l l  c lasses,  i .e . ,  across  a l l  
images of  a l l  faces  [8] .  In  choosing the 
project ion which maximizes to ta l  scat ter ,  PCA 
reta ins  unwanted var iat ions due to l ight ing and 
facial  expression [6].  
 
Yang et  a l .  combined PCA-transformed feature 
vectors  and Kernel  PCA transformed feature  



vectors  v ia complex vectors  [9].  Then,  the  
combined feature  vectors  are  appl ied to  a  feature  
fusion container  cal led  Complex Fisher  Linear  
Discr iminant  Analysis  (Complex LDA) for  a  
second fetaure extract ion.  Çevikalp et  a l .  
proposed a new face recogni t ion method cal led 
the Discr iminat ive Common Vector  method based 
on a  var ia t ion of  Fisher’s  LDA for  the  smal l  
sample  s ize  case  [10].  In  their  work,  two 
different  a lgor i thms are g iven to  extract  the 
discr iminat ive  common vectors  represent ing each 
person in  the  tra in ing set  of  the face database.  
 
New face recognit ion approaches  are  needed,  
because,  a l though much progress  has  been made 
to  ident ify face  taken from dif ferent  v iewpoints ,  
we s t i l l  cannot  robustly  ident i fy faces  under  
d ifferent  i l luminat ion condit ions,  or  when the 
facial  expression changes,  or  when a  par t  of  the 
face is  occluded on account  of  g lasses  or  par ts  of  
c lo thing.  In  a l l  approaches  used for  image 
recogni t ion,  an  image with  the s ize  of  nxm pixels  
is  general ly represented by a  vector  in  an  (n .m)  
dimensional  space.  These (n.m) dimensional  
spaces  are  too large to  a l low robust  and fas t  
object  recognit ion.   
 
In  th is  paper ,  a  new approach is  proposed to  
overcome the small  sample s ize problem and 
dimensionali ty  problem in face recognit ion.  The 
proposed approach depends on calculat ion of  
common matr ix  for  each class  which can be 
calculated  with  two different  methods.  In  one 
method,  d ifference matr ices  with  s ize of  nxm of  
any class  are  d irect ly  or thonormalized instead of  
the or thonormalizat ion of  (n .m)  dimensional  
vectors  us ing the Gram-Schmidt  
or thogonal izat ion method [11].  The or thonormal  
matr ices  const i tute  dif ference subspace for  that  
c lass .  The project ion matr ix  for  th is  subspace is  
3-dimensional  (s ize  of  nxmxp)  and cal led a 
tensor  [12,13].  When the project ion of  any pixel  
matr ix  in  any class  onto  the  dif ference subspace 
of  that  c lass is  subtracted from i tself ,  the 
common matr ix  for  that  c lass  is  obtained.  Use of  
the common matr ix in  face recognit ion gives 
sat isfactory resul ts  for  the tra in ing and test  sets .  
In  the second method of  th is  approach,  the 
scat ter  matr ix  with  size  of  (n.m)x(n.m) is  
constructed using mxm submatr ices  instead of  
using (n.m) dimensional  vectors .The 
eigenmatr ices  corresponding to  nonzero 
eigenvalues const i tu te  d ifference subspace and 
the eigenmatr ices  corresponding to zero  
eigenvalues const i tu te  indif ference subspace 
[14] .  The project ion of  any pixel  matr ix  in  any 
class  on the indifference subspace gives  the 
common matr ix for  that  c lass .  This  second 
method has the same dimensional i ty  problem 
with  the  vector izat ion of  the  images s ince they 

both  have the scat ter  matr ix  with  the  same 
dimensions.   
 
Our  a im is  to  develop a  computat ional  model  of  
face recognit ion  which is  fast ,  reasonably 
s imple ,  and accurate  in  constra ined environments 
such as  an  off ice or  a  household.  The proposed 
approaches have advantages over  the o ther  face 
recogni t ion schemes in i ts  speed and s implici ty,  
learning capaci ty and relat ive insensi t iv i ty to  
small  or  gradual  changes  in the face image.  

 
2.  COMMON MATRIX APPROACH 

 
In  th is  proposed approach we extract  the common 
proper t ies  of  images in  each individual  c lass  in  
the  tra ining set  by el iminat ing the dif ferences  of 
images.  A common matr ix  for  each class  is  
obtained and then used in  face recogni t ion.  To 
f ind the common matr ix  for  each individual  class  
f rom the tra in ing set  we use two methods.  In  the 
f irs t  one Gram-Schmidth  or thogonal izat ion 
method and in  the second,  within-class  scat ter  
matr ix  of  each class  are used.  
 
2.1  Obtaining Common Matrix  Using the 
Gram-Schmidt Orthogonalizat ion Method 

 
Let  us  denote  images in  each class  with  p ixel  
matr ices  c

iA :  
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where  c  is  the  c lass  number  (c=1, . . . . ,C)  and i  
indicates  the number of  images ( i=1, . . . ,K) .  
Taking any pixel  matr ix  of  any class  in  the 
t ra ining set  as  a  reference we f ind dif ference 
matr ices:   

 
cc

j
c
j AAB 11 −= +  

where cA1  is  the  subtrahand matr ix .  

The or thonormal  basis  matr ices c
K

c
11 ,..., −ββ  are 

obtained by using the Gram-Schmidt  
or thogonal izat ion method [11].  In  the 
or thogonal izat ion procedure,  the matr ices  with 
s ize of  (nxm) are used instead of  (n.m) 
dimensional  vectors .  The difference subspace 

cB of  the c lass  c  is  def ined as  

1 1( ,..., )c c
Kspan β β −=cB .  Any pixel  matr ix  from 



each class  can now be projected onto the 
dif ference subspace of  that  c lass .  Then by 
subtract ing the resul t  f rom that  p ixel  matr ix  we 
can f ind the common matr ix for  that  c lass :  
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The common matr ix  is  independent from the 
subtrahand matr ix  ( cA1 )  and reference matr ix  c

iA .  
Therefore  a  unique common matr ix  is  obtained 
for  each class.  
In  the test ing procedure we take the project ions 
of  any pixel  matr ix  c

xA  f rom the tes t  set  onto 
dif ference subspace of  each c lass.  Then by 
subtract ing the resul t  f rom test  p ixel  matr ix  we 
can f ind remaining matr ix c

remainA  for  each class  :   

1 1 1 1, ... ,c c c c c c c c
remain x x x K KA A A Aβ β β β− −= − − − .  

 
The decis ion cr i ter ion is  def ined as:  
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I f  the tes t  image belongs to  the  c lass  c ,  the 
d is tance between c

remainA  and c
commonA  should  be 

minimum. 
 
2.2  Obtaining Common Matrix  Using  
Subspace Methods         
 
A common matr ix  for  each individual  c lass is  
a lso  obtained using the within-class  scat ter  
matr ix  of  that  c lass .  In  th is  approach,  the 
information in  the direct ion of  the e igenmatr ices  
corresponding to  nonzero  eigenvalues of  the 
scat ter  matr ix  is  d iscarded.  Therefore  the 
project ion of  any pixel  matr ix  in  any class  onto 
the eigenmatr ices  corresponding to zero  
e igenvalues gives  the common matr ix  for  that  
c lass .   
 
The with in c lass  scatter  matr ix  with  s ize of  
(n .m)x(n.m) is  constructed using mxm 
submatr ices ins tead of  us ing (n.m) dimensional  
vectors .       
We def ine images in  each class  as :  





















=

c
n

c
1

y

y

.

.c
iA  

where y i ’ s  are  the  m-dimensional  row vectors   of 
c
iA .  

I f  we f ind the average matr ix  in  each class ,  cµ  
and subtract  i t  f rom al l  p ixel  matr ices  in  that  

c lass  we can f ind the pixel  matr ices  (
c
iA ) :  

 

                  





















=−





















=

c

n

c

1

c
n

c
1

y

y

y

y

.

.
.
. cc

iA µ .  

Then within-class  scat ter  matr ix c
WS ,  can be 

obtained as  fo l lows:  
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Then we f ind the eigenvalues and the 
e igenmatr ices  of  the  within  c lass  scat ter  matr ix .  
To f ind the common matr ix,  we project  any pixel  
matr ix  onto  the subspace spanned by the 
eigenmatr ices  corresponding to  the zero 
eigenvalues.  Then i t  is  observed that  the common 
matr ix  for  each individual  c lass  is  the same with  
the common matr ix  obtained from Gram-Schmidt 
or thogonal izat ion method.  
 
In  the test ing procedure,  f irs t  of  a l l ,  the  
remaining matr ix  c

remainA  i s  calculated  by   taking 
the project ions of  any pixel  matr ix  from the  tes t  
set  onto the subspace spanned by the 
eigenmatr ices  corresponding to  the zero 
eigenvalues.  Then the decis ion cr i ter ion given in  
the sect ion 2.1  is  used in  the recognit ion 
process .  

 
3.  EXPERIMENTAL STUDY 

 
The AR-Face database is  used in  the 
exper imental  s tudy [15] .  The database includes 
f rontal  view of   faces  with changes in  
i l luminat ion and  facial  expressions.  Each face is  
represented by a  192x256 pixel  matr ix .  We 
randomly selected 37 individuals  (20 males  and 
17 females) .  The e lements  of  pixel  matr ices  are  
8-bi t  gray levels  whose values  change between 0-
255.  The s ize of  p ixel  matr ices  are   reduced to  
50x40.  Two dif ferent  works are made in  the 
exper imental  s tudy.  
 
i )  In  the f irs t  par t ,  only nonoccluded 63 images 
from the t ra in ing set  and 63 images from the tes t  
set  were chosen for  every subject  (c lass) .  
Randomly selected  100 images were used in  the 



t ra ining process  of  a lgor i thms and the  remaining 
26 images were used in  the tes t  process .  
 
In  the f i rs t  method,  we f ind 99 or thonormal  basis  
matr ices  from 100 pixel  matr ices .  When the 
project ion of  any matr ix  belonging to  each class  
in  the tra in ing set  onto  the orthonormal  basis  
matr ices  is  subtracted from i tself ,  the common 
matr ix  for  that  c lass  is  obtained.  I f  the tes t  
matr ix  is  used in  the above procedure,  the 
resul t ing matr ix  wil l  be the remaining matr ix .  
According to  the  decis ion cr i ter ion given in  
sect in  2 .1  we class ify  the tes t  p ixel  matr ices and 
recognit ion ra te  of  %99.1 is  obtained in  average.  
 
In  the  second method,  we used the indifference  
subspace spanned by the  e igenmatr ices 
corresponding to  the zero  eigenvalues and 
project  each test  p ixel  matr ix  on to  the th is  
subspace.  So the  remaining matr ix from each tes t  
p ixel  matr ix  is  calcula ted .  When the  decis ion 
cr i ter ion is  used in  the  recogni t ion process,  the  
same results  with  that  of  f irs t  method are  
obtained.  
 
i i )  In  the second par t  of  the exper imental  s tudy,  
to tal ly  only nonoccluded 14 images  (7  images 
from the train ing set  and 7 images from the tes t  
se t)  were  chosen for  every c lass.  The recogni t ion 
ra tes  were computed by the “ leave one out” 
s t ra tegy s ince the tra ining set  s ize  is  re la t ively  
smal l .  When the  decis ion cr i ter ion given in  
sect ion 2 .1 is  used,  the recognit ion  rate  was 
obtained as %97.7 in average.  
 

4.CONCLUSION 
 

The small  sample s ize  problem and 
dimensionali ty  problem are  the most  important  
problems in face recognit ion.  The small  sample 
s ize  problem has  been overcome with  d ifferent  
techniques .   
I t  is  commonly bel ieved that  the solut ions for  
h igh-dimensional  data  are  s t i l l  infeasible .  
Usual ly   an image of  s ize  (nxm) pixel  matr ix  is  
general ly  represented by a  vector  in  an  (n.m)  
dimensional  space.  Then PCA and LDA are  used 
to  reduce dimension of  these vectors .  In  
reduct ion process ,  some important  information 
can be  discarded.  Since there  is  no 
dimensionali ty  reduction in  our  proposed 
method,  a l l  important  information is  included in  
the common matr ix .   
Since our  a im is  to  develop a  computational  
model  of  face recogni t ion which is  fast ,  
reasonably s imple and accurate ,  the proposed 
approach sat isf ies  these requirements .  These 
resul ts  can change for  large number of  persons in  
the  same database.  The performance a lso  depends 
on matching of  tra in ing and tes t  sets .   

The comparison of  the proposed approach with 
the o ther  wel l-known methods is  missing in  th is  
paper .  In  fu ture  work,  th is  comparison wil l  be 
made using the  methods  mentioned in  the 
Introduct ion sect ion.  
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