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**Abstract:**
Using Mutual Information (MI) minimization is very common in Blind Source Separation (BSS). However, it is known that gradient descent approaches may trap in local minima of MI in constrained models. In this paper, it is proposed that this problem may be solved using a `poor' estimation of the derivative of MI.